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Outline

• Introduction 
‣ RHIC Beam Energy Scan (BES) phase-I 
‣ PHENIX & STAR experiments 

• Review selected results from year 2010 & 2011 

• Future upgrade for BES phase-II 

• Summary
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RHIC Beam Energy Scan (BES)

• Cross-over transition at µB=0 
‣ from 1st principle Lattice QCD 

calculations 

• If phase transition is 1st order 
at high baryon density, the 
end point is QCD critical point 

• Beam energy scan → reach 
high baryon density 

• Goals of BES at RHIC: 
‣ Search for turn-off QGP signals 
‣ Search for signals of 1st order 

phase transition 
‣ Search for signals of QCD critical 

point
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critical point ?

First order 
phase transition ?

http://www.bnl.gov/bnlweb/pubaf/pr/photos/2012/07/RHIC_Graphics_Fig1-HR.jpg


H. Masui / Univ. of Tsukuba /31

√sNN 
(GeV) 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

200

130

62.4

39

27

22.5

19.6

14.5

11.5

7.7

Test 
run

9.2 GeV 5 GeV

RHIC heavy ion collisions

• Beam Energy Scan (BES) phase-I 
(year 2010, 2011) 

‣ 7.7, 11.5, (14.5), 19.6, 27, 39, 62.4 
GeV 

• 14.5 GeV has been taken last year
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Relativistic Heavy Ion Collider

• ~3.8 km circumference 

• Maximum 200 GeV (500 GeV) 
in A+B (p+p) collisions in 
center of mass energy 

• Wide variety of beams; p, d, 
He, Cu, Au, U 

• Two running experiments: 
PHENIX, STAR
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PHENIX & STAR experiments

• PHENIX: the Pioneering High Energy Nuclear Interaction 
eXperiment 

‣ Rare probes by electrons & photons with fast triggers 

• STAR: Solenoidal Tracker At RHIC 
‣ Hadrons with large acceptance
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PHENIX & STAR experiments

• Detector upgrades made 
two experiments similar 

‣ in terms of observables 

• sPHENIX upgrade is 
considered around 2017

7

HFT

MTD
TOF

TPC
EMCal

STAR



H. Masui / Univ. of Tsukuba /31

The Beam Energy Scan at the Relativistic Heavy Ion Collider 8

 (c)〉 β 〈
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

 (
M

e
V

)
ki

n
T

50

100

150

200

2760 GeV
200   GeV
62.4  GeV
39     GeV

27    GeV
19.6 GeV
11.5 GeV
7.7   GeV

STAR Preliminary

Figure 4. Kinetic freeze-out temperature (Tkin) versus the average collective flow in the transverse
direction (hbi) in high energy heavy-ion collisions for different collision centralities. At each collision
energy, the data points with lower hbi values correspond to peripheral collisions and those with the
larger hbi values correspond to central collisions.

fits to the mT �m distributions of p, K, and p (as shown in the representative plot in Fig. 2)
at midrapidity at RHIC for various collision energies are shown in Fig. 4. Also shown are
the corresponding results from Pb+Pb collisions at

p
sNN = 2.76 TeV from ALICE at the

LHC [33]. The Tkin values in central collisions are lower than the corresponding values for
Tch (shown in Fig. 3) although the difference decreases at lower beam energies. At all the beam
energies studied (BES-I, 200 GeV, and LHC [33]), there is an anti-correlation between Tkin
and hbi. This shows that peripheral collisions have a higher value of temperature (freeze-out
earlier) and less collectivity is developed compared to central collisions (freeze-out later) [34].

2.2. Search for the Critical Point

Thermodynamic principles suggest that there should be a critical point in QCD matter where
the first-order phase transition ends and the transition becomes a crossover [5, 9], at which
point the phase boundaries effectively cease to exist. The characteristic experimental signature
of the QCD critical point is large fluctuations in event-by-event multiplicity distributions of
conserved quantities like net-charge, net-baryon number, and net-strangeness. The variances
of these distributions, h(dN)2i, are proportional to the square of the correlation length (x).
It has been shown that higher moments (h(dN)3i ⇠ x

4.5 and h(dN)4i ⇠ x

7) have stronger
dependences on x than the variance and might have higher sensitivity [35, 36, 37]. In addition,
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5% Au+Au collisions at RHIC
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Figure 3. (a) Chemical freeze-out temperature (Tch) versus baryonic chemical potential (µB) obtained
from a statistical model [20, 19] fit to yields of hadrons produced in 0-5% central Au+Au collisions at
RHIC. The yellow bands are the empirical results from fitting experimental data acquired prior to the
BES-I program by a statistical model. (b) The positions of the QCD critical point from two different
lattice gauge theory calculations in the Tch versus µB plane are shown.

could lead to further development, understanding, and refinement of the statistical models.
Recently, the possibility of extracting freeze-out properties by comparing the higher moments
of multiplicity distributions of conserved numbers (net-charge and net-baryons) to QCD
calculations of high order susceptibilities on the lattice has been proposed [26, 27]. This
has been possible due to the construction of proper observables that allow for comparison
between experiment and QCD calculations [28, 29].

Two estimates of the QCD critical point from lattice gauge theory calculations [30, 31] in
the T �µB plane taking Tc = 170 MeV are shown in Fig. 3(b). Based on these current estimates
of the critical point from QCD calculations, we observe that the RHIC BES-I program scanned
from energies for which the matter expands and cools through a crossover transition down to
those which could contain key features of the phase diagram of QCD matter; specifically, the
detailed study of the energy range from 7.7 to 19.6 GeV proposed in BES Phase-II is well
suited to identify the critical point and the first-order phase transition boundary.

The transverse momentum distributions of the different particles contain two
components, one random and one collective. The random component can be identified as the
one that depends on the temperature of the system at kinetic freeze-out (Tkin). The collective
component, which arises from the matter density gradient from the center to the boundary
of the fireball created in high-energy nuclear collisions, is generated by collective flow in
the transverse direction and is characterized by its velocity (hbi), also called the radial flow.
Assuming that the system attains thermal equilibrium, the blast-wave formulation [32] can
be used to extract Tkin and hbi. The Tkin versus hbi values obtained from the simultaneous

Where are we in QCD phase diagram ?

• RHIC BES phase-I covers up to ~ 400 MeV in µB 
‣ Chemical freeze-out temperature & baryon chemical potential from 

particle ratio 
‣ Kinetic freeze-out temperature from pT spectra 

• Can we observe onset (turn-off) of QGP at high µB ?
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Search for turn-off 
QGP signals
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Jet quenching

• Suppression of hadron yields at high pT 
‣ Energy loss of partons in the medium 
‣ Very opaque medium in terms of color charge 

• What happens in lower energies ?
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FIG. 2. The ratio RAA for charged hadrons and neutral pions
(weighted average of PbSc and PbGl results) in central Au 1
Au collisions. The error bars indicate the statistical errors on the
measurement. The surrounding bands [shaded for p0’s, brackets
for !h1 1 h2"#2] are the quadrature sums of (i) the systematic
errors on the measurement, (ii) the uncertainty in the N 1 N
reference, and (iii) the uncertainty in $Nbinary%. Also shown
are the ratio of inclusive cross sections in a 1 a compared
to p 1 p at

p
sNN ! 31 GeV [18], and spectra from central

Pb 1 Pb, Pb 1 Au compared to p 1 p collisions at
p

sNN !
17 GeV [17] shown as a band indicating the range of uncertainty.

We can also examine the spectra from central colli-
sions for modifications at high pT by comparing them to
the spectra from peripheral collisions after dividing each
by the corresponding values of $Nbinary%. The central-to-
peripheral ratio is a useful complement to RAA, since it
should be unity in the limit of point-like scaling. Many
of the experimental uncertainties are reduced in this ratio
(see Table I). Additionally, the uncertainty induced by the
p 1 p interpolation is eliminated, albeit at the expense of
incurring that in $Nbinary% for the peripheral class. We note
that there may be effects from the centrality dependence
of nuclear shadowing and/or the Cronin effect that would
also be present in this comparison.

The central-to-peripheral ratios are plotted in Fig. 3.
Like RAA this ratio is below unity at all observed pT for
both charged hadrons and neutral pions, indicating a sup-
pression of the yield per N 1 N collision in central col-
lisions relative to peripheral. The difference between the
two ratios implies that the p#h ratio is smaller in central
collisions than in peripheral.

We have presented spectra for charged hadrons and neu-
tral pions measured at 90± from central and peripheral
Au 1 Au collisions in the PHENIX experiment at RHIC.
Above pT & 2 GeV#c, the spectra from peripheral col-
lisions appear to be consistent (albeit within a substantial
systematic error) with a simple, incoherent sum of underly-
ing N 1 N collisions. The spectra from central collisions,

FIG. 3. Ratio of yield per event in central vs peripheral Au 1
Au collisions, with each divided by $Nbinary% for that class. For
p0 the weighted average of PbSc and PbGl results is shown.
The error bars indicate the statistical errors on the spectra. The
surrounding bands [shaded for p0’s, brackets for !h1 1 h2"#2]
are the quadrature sums of (i) the parts of the systematic errors
on the spectra that do not cancel in the ratio, and (ii) the uncer-
tainty in $Nbinary% (see Table I).

in contrast, are systematically below the scaled N 1 N ex-
pectation, when compared both to data from p 1 p colli-
sions and to spectra from Au 1 Au peripheral collisions.
The suppression in central collisions is in qualitative agree-
ment with the predictions of energy loss by scattered par-
tons traversing a dense medium. However, other nuclear
medium effects should be understood before a quantita-
tive conclusion can be drawn. Measurements in p 1 A at
RHIC can help in this direction.
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Hijing Simulation

Hijing qualitatively describes trend 
between energies without jet 

quenching enabled.

STAR Preliminary

ffiffiffiffiffiffiffiffi
sNN

p ¼ 62:4 GeV [13], but only up to pT ¼ 7 GeV=c,
while the current Auþ Au measurement reaches up to
10 GeV=c. Hence, the pþ p data were fitted with a
power-law function between 4:5< pT < 7 GeV=c and
then extrapolated. The systematic uncertainty resulting
from this extrapolation reaches 20% at 10 GeV=c, esti-
mated from a series of fits, where each time one or more
randomly selected points are omitted and the remaining
points are refitted.

Because PHENIX has not measured the pþ p spectrum
of !0 at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 39 GeV, data from the Fermilab experi-
ment E706 [14] were used. However, the E706 acceptance
(# 1:0< "< 0:5) is different from that of PHENIX
(j"j< 0:35), and, since dN=d" is not flat and narrows
for high-pT particles, a pT-dependent correction was ap-
plied to the E706 data. This correction factor was deter-
mined from a PYTHIA simulation by means of the ratio of
yields (normalized per unit rapidity) when calculated from
the observed yield in the PHENIX and E706 acceptance
windows. The systematic uncertainty of the correction is
1–2% at 3 GeV=c but reaches 20% at 8 GeV=c.

Figure 2 shows the nuclear modification factor of !0’s
measured in Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 39, 62.4, and
200 GeV (data from [9]) as a function of pT for (a) most
central collisions and (b) 40–60% centrality. In the most
central collisions (0–10%), there is a significant suppres-
sion for all three energies, while, in midperipheral colli-
sions (40–60%) at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 39 GeV, RAA is consistent with
unity above pT > 3 GeV=c.

Figure 2 also shows pQCD calculations [17,18] for
0–10% centrality. The solid curves are obtained with a

parametrization of initial-state multiple scattering [17]
that overestimates the Cronin effect. At high pT , the theo-
retical result is compatible with the 200 GeVAuþ Au data
(and also the 200 GeVCuþ Cu data [11]). Neither the 62.4
nor the 39 GeV data are consistent with the predictions.
The only qualitative agreement is that the turnover point of
the RAA curves moves to higher pT with lower collision
energy, as observed in the data. The bands are calculated
within the same framework but with 30% larger initial-
state parton mean free paths and the energy loss varied by
$10%. The Cronin effect is then compatible with lower
energy pþ A data and earlier calculations [19]. The
200 GeV data are still well described, and the 62.4 GeV
data are consistent within uncertainties, but the 39 GeV
RAA, particularly the shape, is inconsistent with the corre-
sponding band.
Coupled with the observations that the slopes at high pT

become much steeper but the bulk properties (like elliptic
flow, energy density, apparent temperature) change only
slowly in the collision-energy range in question, it is quite
conceivable that hard scattering as a source of particles at a
given pT becomes completely dominant only at higher
transverse momentum; i.e., jet quenching will be
‘‘masked’’ up to higher pT . Note that, while the shapes at
lower pT are different, at pT> % 7 GeV=c RAA is essen-
tially the same for the 62.4 and 200 GeV data, irrespective
of centrality (see also Fig. 3). The simultaneous description
of results spanning such a wide range in

ffiffiffiffiffiffiffiffi
sNN

p
is a chal-

lenge for energy-loss models that must incorporate mul-
tiple effects beyond radiative-energy-loss effects that may
each have a different dependence on

ffiffiffiffiffiffiffiffi
sNN

p
.

Figure 3 shows pT-averaged RAA as a function of the
number of participants. The averaging was done above
pT > 6 GeV=c. Our first observation is that RAA decreases
with increasing centrality even for the lowest-energy sys-
tem. Similarly, as already discussed in the context of Fig. 2,
at high enough pT the suppression is the same at 62.4 and
200 GeV, at all centralities. This is remarkable because the
power n of the fit to the spectra changes approximately by
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FIG. 2 (color online). Nuclear modification factor (RAA) of !
0

in Auþ Au collisions in (a) most central 0–10% and
(b) midperipheral 40–60%. Error bars are the quadratic sum of
statistical and pT-correlated systematic uncertainties (including
systematic uncertainties from the pþ p-collision reference).
Boxes around 1 are the quadratic sum of the C-type uncertainties
combined with the Ncoll uncertainties. These are fully correlated
between different energies. Also shown for central collisions are
pQCD calculations [18] with the Cronin effect, as implemented
in [17] (solid lines), and with the Cronin effect corresponding to
30% larger initial-state parton mean free paths for all three
energies (shaded bands).
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PRL 109, 152301 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

12 OCTOBER 2012

152301-5

RAA at low energies

• Exhibit suppression down to 39 GeV 
‣ π0 RAA is suppressed in most central 0-10% at √sNN = 39 GeV 

- Results in Cu+Cu 22.5 GeV show enhancement in pT = 4 GeV/c 

• RAA > 1 below 39 GeV
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Quark (parton) coalescence

• Hadron productions by quark coalescence picture 

• Specific scaling pattern for meson and baryon v2

12

Fragmentation

Coalescence

Carry only a fraction  
(z < 1) of the initial quark  
momentum

Hadrons from coalescence  
have larger momentum than  
the quark momentum

D. Molnar and S. A. Voloshin, PRL91, 
092301 (2003), R. C. Hwa and C. B. Yang, 
PRC66, 025205 (2002), V. Greco et al, 
PRL90, 202302 (2003), R. J. Fries et al, 
PRL90, 202303 (2003), ....

vh2 (pT )

⇡ nqv
q
2(pT /nq)
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ELLIPTIC FLOW OF IDENTIFIED HADRONS IN Au + . . . PHYSICAL REVIEW C 88, 014902 (2013)
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FIG. 19. (Color online) The NCQ-scaled elliptic flow, v2/nq versus (mT − m0)/nq , for 0%–80% central Au + Au collisions for selected
particles (a) and corresponding antiparticles (b). Only statistical error bars are shown. The dashed lines show the results of simultaneous fits
with Eq. (17) to all particles except the pions.

the breakdown of NCQ scaling would be a necessary signature
for a QCD phase transition from partonic to hadronic matter.

Because particles and antiparticles have the same number of
quarks, the NCQ scaling transformation of v2 does not change
their relative separation. This means that the difference in
v2(pT ) for particles and corresponding antiparticles observed
in Sec. VI A constitutes a violation of this NCQ scaling.
Possible physics causes for this difference are discussed below.
In the following, NCQ scaling is shown separately for a selec-
tion of particles and antiparticles. Because a better agreement
between the different particles [even at low (mT − m0)/nq

values] is achieved with the (v2/nq)[(mT − m0)/nq] scaling
compared to the (v2/nq)(pT /nq) scaling, Fig. 19 presents the

scaled distributions versus (mT − m0)/nq . The corresponding
scaled plots for v2(pT ) are shown in Fig. 24 in the Appendix.

The NCQ scaling should only hold in the transverse
momentum range of 1.5 < pT < 5 GeV/c [44,48]. For the
corresponding scaled transverse mass and transverse momen-
tum range, a fair agreement for most of the particles and
energies is observed. Only the φ mesons deviate from the
trend at 7.7 and 11.5 GeV, with the maximum measured
(mT − m0)/nq value just reaching the lower edge of the
expected NCQ scaling range. The values deviate from those for
the other particles and antiparticles at the highest (mT − m0)
values at

√
sNN = 7.7 and 11.5 GeV by 1.8σ and 2.3σ ,

respectively. For the calculation statistical and systematic

014902-17

Elliptic flow v2

• Number of constituent quark (NCQ) scaling - partonic d.o.f 
‣ Hold separately for particles and anti-particles 
‣ Need more statistics in high mT-m0 at lower energies

13
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Figure 8. The measured difference in integrated v2 between particles and their corresponding
antiparticles: pions (filled triangles), kaons (open squares), Ls (open triangles), and protons (filled
circles), all shown as a function of baryonic chemical potential and collision energy for 0–80% Au+Au
collisions [83, 84]. Only statistical error bars are shown. Panels (a) and (b) show the comparison with
model calculations from Refs. [86] and [87, 88], respectively.

earlier, there are two types of azimuthal anisotropy that are commonly studied in heavy-ion
collisions, directed flow (v1) and elliptic flow (v2). In this subsection, we concentrate on
v2. The v2 coefficient has proven to be one of the most discussed probes of the dynamics in
Au+Au collisions at RHIC [77, 78, 79, 80, 81].

Figure 8 shows the first experimental observation of the difference in the integrated v2
at midrapidity between particles and their corresponding antiparticles for pions, kaons, Ls,
and protons, shown as a function of the baryonic chemical potential [82] and center-of-mass
energy for minimum-bias (0–80%) Au+Au collisions [83, 84]. The v2 difference is positive for
all the hadrons studied, except for pions. The difference in v2 is almost linearly proportional
to the value of the baryon chemical potential. This indicates a connection between the v2
differences and the net-baryon density at chemical freeze-out.

The negative value of the v2 difference for pions has been predicted [85] to be due to the
interplay between the strong external magnetic field and the density wave of both electric and
chiral charges, in semi-central high-energy nuclear collisions. On the other hand, several
studies in the literature [86, 87, 88, 90] attempt to explain the observed differences with
hadronic interactions at lower beam energies. In Fig. 8(a), dashed lines represent model results
from a hybrid calculation featuring Boltzmann transport with an intermediate hydrodynamic
stage [86]. This approach can reproduce the observed v2 difference between baryons and
antibaryons. It reproduces the small value of the v2 difference for pions, however, the
sign of the observable in the model is opposite to that of the observations. The authors of
Ref. [86] have argued that the BES-I data show that it is important to properly treat strangeness

While in Auþ Au collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV a
single NCQ scaling can be observed for particles and
antiparticles, the observed difference in v2 at lower beam
energies demonstrates that this common NCQ scaling of
particles and antiparticles splits. Such a breaking of the
NCQ scaling could indicate increased contributions from
hadronic interactions in the system evolution with decreas-
ing beam energy. The energy dependence of v2ðXÞ %
v2ð !XÞ could also be accounted for by considering an
increase in nuclear stopping power with decreasing

ffiffiffiffiffiffiffiffi
sNN

p
if the v2 of transported quarks (quarks coming from the
incident nucleons) is larger than the v2 of produced quarks
[25,26]. Theoretical calculations [27] suggest that the
difference between particles and antiparticles could be
accounted for by mean field potentials where the K% and
!p feel an attractive force while the Kþ and p feel a
repulsive force.

Most of the published theoretical calculations can repro-
duce the basic pattern but fail to quantitatively reproduce
the measured v2 difference [25–28]. So far, none of the
theory calculations describes the observed ordering of
the particles. Therefore, more accurate calculations from
theory are needed to distinguish between the different
possibilities. Other possible reasons for the observation
that the !% v2ðpTÞ is larger than the !þ v2ðpTÞ is the
Coulomb repulsion of !þ by the midrapidity net protons
(only at low pT) and the chiral magnetic effect in finite
baryon-density matter [29]. Simulations have to be carried
out to quantify if those effects can explain our
observations.
In Ref. [21], the study of the centrality dependence of

"v2 for protons and antiprotons is extended to investigate
if different production rates for protons and antiprotons as
a function of centrality could cause the observed differ-
ences. It was observed that the differences, "v2, are
significant at all centralities.
The v2ðmT %m0Þ and possible NCQ scaling was also

investigated for particles and antiparticles separately.
Figure 3 shows v2 as a function of the reduced transverse
mass, (mT %m0), for various particles and antiparticles atffiffiffiffiffiffiffiffi
sNN

p ¼ 11:5 and 62.4 GeV. The baryons and mesons are
clearly separated for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 62:4 GeV at ðmT %m0Þ>
1 GeV=c2. While the effect is present for particles atffiffiffiffiffiffiffiffi
sNN

p ¼ 11:5 GeV, no such separation is observed for
the antiparticles at this energy in the measured (mt %m0)
range up to 2 GeV=c2. The lower panels of Fig. 3 depict
the difference of the baryon v2 relative to a fit to the meson
v2 data with the pions excluded from the fit. The antipar-
ticles at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11:5 GeV show a smaller difference
compared to the particles. At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11:5 GeV the
difference becomes negative for the antiparticles at
(mT %m0)<1 GeV=c2 but the overall trend is still similar
to the one of the particles and to

ffiffiffiffiffiffiffiffi
sNN

p ¼ 62:4 GeV.
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FIG. 3 (color online). The upper panels depict the elliptic flow v2 as a function of reduced transverse mass (mT %m0) for particles,
(a) and (b), and antiparticles, (c) and (d), in 0%–80% central Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11:5 and 62.4 GeV. Simultaneous fits to
the mesons except the pions are shown as the dashed lines. The difference of the baryon v2 and the meson fits are shown in the lower
panels.
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FIG. 2 (color online). The difference in v2 between particles
(X) and their corresponding antiparticles ( !X) (see legend) as a
function of
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p
for 0%–80% central Auþ Au collisions. The

dashed lines in the plot are fits with a power-law function. The
error bars depict the combined statistical and systematic errors.
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v2; particles vs anti-particles

• Relative difference of v2 between particles and anti-particles 
increase in lower beam energies 

‣ NCQ scaling breaks down between particles and antiparticles 

• Qualitative agreement with several models 
‣ No quantitative explanations on the difference of v2

14

STAR: PRL110, 142301 (2013), 
PRC88, 014902 (2013)
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Di-electron mass spectra

• Chiral symmetry restoration, 
thermal radiation 

‣ STAR measured di-electron 
spectra in √sNN = 19.6 - 200 
GeV 

‣ Excess in Mee < 1.1 GeV/c2 

(LMR) observed at all energies 
‣ In-medium modification of ρ 

spectral function describe LMR 
enhancement 

‣ No energy dependence of LMR 
excess 

• Need more statistics below 
20 GeV

15
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Search for signals of 1st 
order phase transition

16
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Elliptic Flow: A Brief Review 7
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Figure 6. a) The velocity of sound squared versus temperature for three equations
of state [22]. b) The anisotropy in momentum space for two equations of state used in
hydrodynamic calculations [22].

The buildup of the flow for two di↵erent EoS is shown in Fig. 6b. Due to the stronger

expansion in the reaction plane the initial almond shape anisotropy in coordinate space

vanishes, as was shown in Fig. 5, while the momentum space distribution changes in

the opposite direction from being approximately azimuthally symmetric to having a

preferred direction in the reaction plane. The asymmetry in momentum space can be

quantified by:

"

p

=
hT

xx

� T

yy

i
hT

xx

+ T

yy

i , (4)

where T

xx

and T

yy

are the diagonal transverse components of the energy momentum

tensor and the brackets denote an averaging over the transverse plane. Figure 6b shows

that "

p

versus time starts at zero after which the anisotropy quickly develops and is

indeed dependent on the EoS.

Although "

p

is not a direct observable, the observed EoS dependence of "
p

versus

time is reflected in the experimental observable v2, in particular when plotted as function

of transverse momentum and particle mass. Figure 7a shows pt-di↵erential elliptic flow

for pions and protons after the transverse momentum spectra have been constrained.

A clear mass dependence of v2 at low transverse momentum is observed for both

equations of state. The figure also clearly shows that the pion v2 does not change

much between the lattice EoS and EoS Q. On the other hand, the v2 of protons does

change significantly because the heavier particles are more sensitive to the change in

collective motion. Therefore measurements of v2(pt) for various particle species provide

an excellent constraint on the EoS in ideal hydrodynamics.

More recently, it was realized that small deviations from ideal hydrodynamics, in

particular viscous corrections, already modify significantly the buildup of the elliptic

Equation of state → flow systematics

• 1st order phase transition affects 
the build up of spatial & 
momentum anisotropy 

➡ Look at flow systematics

17
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with 1st order phase transition
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For intermediate-centrality collisions, the proton slope
decreases with increasing energy and changes sign from
positive to negative between 7.7 and 11.5 GeV, shows a
minimum between 11.5 and 19.6 GeV, and remains small
and negative up to 200 GeV, while the pion and antiproton
slopes are negative at all measured energies. In contrast,
there is no hint of the observed nonmonotonic behavior for
protons in the well-tested UrQMD model. Isse et al., in a
transportmodel study incorporating amomentum-dependent
mean field, report qualitative reproduction [40] of proton
directed flow fromE895 [17] and NA49 [18] (see Fig. 3), but
this model yields a positive dv1=dy at all beam energies
studied (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 17.2, 8.8 GeV and below).
The energy dependence of proton dv1=dy involves an

interplay between the directed flow of protons associated
with baryon number transported from the initial beam
rapidity to the vicinity of midrapidity, and the directed flow
of protons from particle-antiparticle pairs produced near
midrapidity. The importance of the second mechanism
increases strongly with beam energy. A means to distin-
guish between the two mechanisms would thus be

informative. We define the slope Fnet-p based on expressing
the rapidity dependence of directed flow for all protons as
½v1ðyÞ%p¼ rðyÞ½v1ðyÞ%p̄þ½1−rðyÞ%½v1ðyÞ%net-p, where rðyÞ
is the observed rapidity dependence of the ratio of
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FIG. 2 (color online). Proton and antiproton v1ðyÞ (left panels)
and π' v1ðyÞ (right panels) for intermediate-centrality
(10%–40%) Au+Au collisions at 200, 62.4, 39, 27, 19.6, 11.5,
and 7.7 GeV. The plotted errors are statistical only.
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FIG. 3 (color online). Directed flow slope (dv1=dy) near
midrapidity versus beam energy for intermediate-centrality
Au+Au collisions. The slopes for protons, antiprotons, and π'

are reported, along with measurements by prior experiments
[17,18] with comparable but not identical cuts. Statistical errors
(bars) and systematic errors (shaded) are shown separately.
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protons, protons, and net protons, respectively, along with
UrQMD calculations subject to the same cuts and fit conditions.
Systematic uncertainties are shown as shaded bars. Dashed
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Directed flow v1

• Early prediction shows the minimum around ~ 5 GeV 
‣ Non-monotonic behavior, trend is similar with early prediction 
‣ Recent more realistic hybrid calculation can’t reproduce the data
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130 H. Stöcker / Nuclear Physics A 750 (2005) 121–147

Fig. 7. Measured SIS and AGS proton (dpx/dy)-slope data compared to a three-fluid hydro calculation. A linear
extrapolation of the AGS data indicates a collapse of flow at ELab ≈ 30 AGeV, i.e., for the lowest SPS- and the
upper FAIR-energies at GSI [59].

Fig. 8. Directed flow v1 of protons versus rapidity at 40 AGeV Pb+ Pb collisions [60] as measured by NA49 for
three centrality bins: central (dots), mid-central (squares) and peripheral (triangles). The solid lines are polynomial
fits to the data [60]. The proton antiflow is observed in the NA49 experiment even at near central collisions, which
is in contrast to the UrQMD-model involving no phase transition (Fig. 9).

Recently, substantial support for this prediction has been obtained by the low energy
40 AGeV SPS data of the NA49 Collaboration [60] (cf. Fig. 8). These data clearly show
the first proton “antiflow” around mid-rapidity, in contrast to the AGS data as well as
to the UrQMD calculations involving no phase transition (Fig. 9). Thus, at bombarding

H. Stocker: NPA750 (2005) 121-147

√sNN (GeV) 4.3 6.1 13.7
EXAMINATION OF DIRECTED FLOW AS A SIGNAL FOR . . . PHYSICAL REVIEW C 89, 054913 (2014)

FIG. 6. (Color online) Slope of v1 of (a) negatively charged pions
and (b) protons and antiprotons around midrapidity extracted from
the hybrid model calculations with a bag model and crossover
EOS. We compare with standard UrQMD and experimental data
[11,12,23].

The full beam energy dependence for the hybrid model
results of the midrapidity v1 slopes for negatively charged
pions and protons and antiprotons are shown in Figs. 6(a)
and 6(b), respectively. Both proton and antiproton slopes are
overestimated for the whole examined collision energy range,
while dv1/dy|y=0 for pions agrees with the data at lower
collision energies but changes sign at

√
sNN ≈ 10–15 GeV,

which is not supported by the STAR data. While the difference
between the investigated equations of state was already rather
small in the pure fluid results (Fig. 4), the two EOS are
completely indistinguishable in the hybrid simulations.

For comparison we also present the standard UrQMD
results as grey lines. The qualitative behavior is very similar
to the hybrid model results. The standard UrQMD appears to
better describe the experimental proton data, however.

Figure 7 shows the comparison of the hybrid and the pure
hydro model results for the midrapidity dv1/dy for protons
and antiprotons, where the bag model equation of state is used.
Both approaches give significantly too large slopes compared
to the STAR data. As noted already in Sec. III, the proton
dv1/dy changes sign only for the model with isochronous
Cooper-Frye hypersurface.

No model calculation seems to capture the qualitative
experimental trend showing the directed flow slope for all
particles turning negative at some point and approaching zero

FIG. 7. (Color online) Comparison of results for pure hydro and
hybrid model calculations with a first order EOS. Shown is the slope
of v1 of protons and antiprotons around midrapidity compared to
experimental data.

from below. Also the overall magnitude seems to be strongly
overestimated.

V. DISCUSSION

As observed in previous studies [21,24–26], the hybrid
model (and to some extent also standard UrQMD) usually
shows a reasonable agreement with experimental particle
spectra, as well as the second and third order flow coefficients,
at the energies investigated in this article. Furthermore, it has
been shown [6,27–29] that fluid dynamical simulations can
quite successfully account for the rapidity-even v1 moment,
which is caused by initial state fluctuations.

The strong deviation of the directed flow of all models, as
compared to data, noted in the previous section is therefore
surprising and requires a further discussion about the possible
sources of differences in the v1 extracted from the model as
compared to the experiment.

One particular difference, for example, lies in the determi-
nation of the reaction plane angles !RP used in Eq. (2). In
our study the reaction plane (RP) angle is always defined to
be zero along the impact parameter axis (x axis). Experiments
determine a v1 event plane (EP) using certain assumptions.
Usually the EP for the directed flow is defined along the vector
of the projectile and target spectator transverse momentum
motion (defined also by measurement) [30,31]. For the Beam
Energy Scan (BES) STAR data presented in this article a
different method is used. Here the participant charged particles,
detected by the inner tiles of the beam-beam counters (BBCs),
with a pseudorapidity coverage of 3 < |η| < 5 were used to
determine the v1 event plane. In an ideal scenario a model
study would also define the EP in such a way.

Furthermore, it was pointed out in Ref. [32] and references
therein that random initial state fluctuations, especially in the
longitudinal direction, may lead to significant c.m. rapidity
fluctuations, which diminish the v1 signal. This is due to

054913-5

J. Steinheimer et al, 
PRC89, 054923 (2014)
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FIG. 27: (Color online) The dependence of the kinetic freeze-out eccentricity of pions on collision energy in mid-central Au+Au collisions
(E895, STAR) and Pb+Au collisions (CERES) for three rapidity regions and with ⟨kT ⟩ ≈ 0.31 GeV/c. For clarity, the points for forward and
backward rapidity from STAR are offset slightly. Error bars include only statistical uncertainties. Several (2+1)D hydrodynamical models and
UrQMD calculations are shown. Model centralities correspond to the data. The trend is consistent with a monotonic decrease in eccentricity
with beam energy.

the eccentricities at kinetic freeze-out in Fig. 27 were made
with UrQMD in cascade mode and so do not incorporate this
potential between string fragments.
It should be noted that none of the models predict all

observables simultaneously. The UrQMD model, while it
matches the freeze-out shapes well, matches the momentum
space observables less well. And the hydrodynamic models,
while they are able to describe the momentum space pT spec-
tra and v2 results, do less well at predicting the eccentricity
and trends observed in HBT analyses. The availability of
these new experimental results provide an important oppor-
tunity to further constrain models.

VII. CONCLUSIONS

The two-pion HBT analyses that have been presented pro-
vide key measurements in the search for the onset of a first-
order phase transition in Au+Au collisions as the collision en-
ergy is lowered. The Beam Energy Scan program has allowed
HBT measurements to be carried out across a wide range of
energies with a single detector and identical analysis tech-
niques. In addition to standard azimuthally integrated mea-
surements, we have performed comprehensive, high preci-
sion, azimuthally sensitive femtoscopic measurements of like-
sign pions. In order to obtain the most reliable estimates of
the eccentricity of the collisions at kinetic freeze-out, a new

global fit method has been developed.
A wide variety of HBT measurements have been performed

and the comparison of results at different energies is greatly
improved. In the azimuthally integrated case, the beam energy
dependence of the radii generally agreewith results from other
experiments, but show a much smoother trend than the earlier
data which were extracted from a variety of experiments with
variations in analysis techniques. The current analyses addi-
tionally contribute data in previously unexplored regions of
collision energy. The transverse mass dependence is also con-
sistent with earlier observations and allows one to conclude
that all kT and centrality bins exhibit similar trends as a func-
tion of collision energy.
The energy dependence of the volume of the homogene-

ity regions is consistent with a constant mean free path at
freeze-out, as is the very flat energy dependence of Rout. This
scenario also explains the common dependence of Rside and
Rlong on the cube root of the multiplicity that is observed at
higher energy. For 7.7 and 11.5 GeV, Rside appears to deviate
slightly from the trend at the higher energies. Two physical
changes that may potentially be related to this are the effects
of strangeness enhancement (not included in the argument for
a constant mean free path at freeze-out ) and the rapid in-
crease in the strength of v2 that levels off around 7.7 to 11.5
GeV. Both of these physical changes occur in the vicinity of
the minimum. A systematic study with a single detector at
slightly lower energies would be needed to help disentangle

Azimuthal sensitive HBT

• STAR results show monotonic decrease 
of freeze-out eccentricity 

‣ No sudden change on the STAR data
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FIG. 4. (Color online) Comparison of PHENIX and STAR
HBT radii for Au+Au collisions at

√
s
NN

= 39.0, 62.4 and 200
GeV as indicated. The STAR data are taken from Ref. [37].
The dashed curves are linear fits to the combined data sets.

Au+Au collisions at
√
s
NN

= 39, 62.4 and 200 GeV.
The results for two centrality or Npart selections indi-
cate the characteristic 1/

√
mT dependence of Rout, Rside,

and Rlong for each beam energy presented. They also in-
dicate good agreement between the PHENIX and STAR
data sets. The PHENIX data provide a sizable extension
to the mT reach of the available data for HBT radii at
RHIC. Similar scaling was observed for the full range of√
s
NN

measurements spanned by the ALICE and STAR
data sets [37, 49].

The quantities (R2
out−R2

side) and [(Rside−
√
2R̄)/Rlong]

were obtained at mT = 0.26 GeV/c2 to reduce the effects
of position-momentum correlations. These quantities,
which are related to the emission duration and expansion
velocity respectively, were investigated as a function of√
s
NN

Ḟigures 5(a) and (b) show these dependencies for
the 5% most central collisions of the combined data sets.
Similar patterns were observed for other mT selections,
albeit with different magnitudes. These nonmonotonic
patterns are consistent with the minimum observed for
the

√
s
NN

dependence of the viscous coefficients reported
in Ref. [27], and could be a further indication of trajec-
tories passing through the softest region in the equation
of state and possibly the CEP.

In summary, we have presented new PHENIX mea-
surements of two-pion interferometry and used them to
extract the Gaussian source radii Rout, Rside, and Rlong,
of the emission sources produced in Cu+Cu and Au+Au
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FIG. 5. (Color online) The
√
s
NN

dependence of (a) (R2
out −

R2
side), (b) [(Rside −

√
2R̄)/Rlong]. The HBT radii are taken

from the present work and Refs. [37, 49]. The PHENIX and
STAR data points represent the results from fits to the mT

dependence of the combined data sets.

collisions at several beam energies. The extracted HBT
radii, which are compared to recent STAR and AL-
ICE data, exhibit characteristic scaling patterns as a
function of mT and R̄ which allow an investigation of
the

√
s
NN

dependence of the quantities R2
out − R2

side

and Rside −
√
2R̄/Rlong which are sensitive to the emis-

sion duration and expansion velocity, respectively. Non-
monotonic dependencies observed in these variables may
be linked to trajectories that spend a significant fraction
of time near the softest point in the equation of state and
possibly the CEP. Further detailed studies are required
to make a more precise mapping, as well as to confirm
that the observed patterns are linked to trajectories close
to the critical end point in the phase diagram for nuclear
matter.
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de Physique Nucléaire et de Physique des Particules

HBT radii

• Non-monotonic behavior on (Rout)2-(Rside)2, Rside/Rlong 
‣ (Rout)2-(Rside)2 ~ emission duration, Rside/Rlong ~ proxy of sound speed
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Search for signals of 
QCD critical point

21
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Fluctuation of conserved charges

• At critical point (with infinite volume) 
‣ susceptibilities and correlation length diverge 
‣ but both quantities cannot measure directly in the experiments 

• Observables 
‣ Moment (or cumulant) of conserved quantities: e.g. net-baryons, net-

charge, net-strangeness 
‣ Product of moments (ratio of cumulants) ↔ ratio of susceptibilities 

- directly related to the susceptibility ratios (Lattice QCD) 

- higher moments (cumulants) have higher sensitivities to correlation length* 

• Signal = non-monotonic energy dependence of moment 
products (cumulant ratios) for conserved charges vs √sNN

22

2 =
⌦
(�N)2

↵
⇠ ⇠2,3 =

⌦
(�N)3

↵
⇠ ⇠4.5,4 =

⌦
(�N)4

↵
� 3 h(�N)i2 ⇠ ⇠7

S� =
3

2
⇠ �3

�2
, K�2 =

4

2
⇠ �4

�2
* M. A. Stephanov, 
PRL102, 032301 (2009)



H. Masui / Univ. of Tsukuba /31

Non-gaussian fluctuations

• 3rd moment = skewness 
‣ asymmetry 

• 4th moment = kurtosis 
‣ peakedness 

• Both moments = 0 for gaussian distribution 

• Critical point search → non-gaussian fluctuations

23
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values for the Poisson baselines are always unity. For
peripheral collisions the κσ2 values show almost no
variation as a function of beam energy and lie above the
Poisson baseline and below the NBD baseline. For central
collisions, within the statistical and systematic errors of the
data, the κσ2 values at all energies are consistent with each
other, except for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 GeV. The weighted mean of
κσ2 calculated for central collisions at all energies is
2.4" 1.2. For central collisions, both of the baseline
calculations follow the data points except for the one at
the lowest energy. Deviations of the data points with
respect to the baseline calculations have been quantified
in terms of the significance of deviation, defined as

ðjData − BaselinejÞ=ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
err2stat þ err2sys

q
Þ, where errstat and

errsys are the statistical and systematic errors, respectively.
These deviations remain within 2 in the case of Sσ and κσ2

with respect to the corresponding Poisson and NBD base-
lines. This implies that the products of moments do not
show nonmonotonic behavior as a function of beam energy.
The fluctuations of conserved quantities can be used to

extract the thermodynamic information on chemical freeze-
out by comparing experimentally measured higher
moments with those from first-principle lattice QCD
calculations [23]. Traditionally, by using the integrated

hadron yields, the first moment of the fluctuations, the
chemical freeze-out have been extracted from hadron
resonance gas (HRG) models [25,41]. However, higher-
order correlation functions should allow stricter tests on the
thermal equilibrium in heavy-ion collisions. Calculations of
freeze-out parameters based on preliminary experimental
data on moments of net-charge distributions have been
obtained [42,43]. From the latest lattice [44] and HRG
analyses [45] using the STAR net-charge and net-proton
results for central Auþ Au collisions at 7.7 to 200 GeV, the
extracted freeze-out temperatures range from 135 to
151 MeV and μB values range from 326 to 23 MeV. The
errors in these calculations increase from 2% to 10% as a
function of decreasing beam energy, which is mostly due to
the statistical uncertainty in the experimental measure-
ments. More details can be found in Refs. [44,45]. Note that
this is the first time that the experimentally measured higher
moments have been used to determine the chemical freeze-
out conditions in high-energy nuclear collisions. The
freeze-out temperatures obtained from the higher moments
analysis are lower with respect to the traditional method
[25,46]. This difference could indicate a higher sensitivity
to freeze-out in the higher moments, which warrants further
investigation.
In summary, the first results of the moments of net-

charge multiplicity distributions for jηj < 0.5 as a function
of centrality for Auþ Au collisions at seven collision
energies from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 to 200 GeV are presented.
These data can be used to explore the nature of the
QCD phase transition and to locate the QCD critical point.
We observe that the σ2=M values increase monotonically
with increasing beam energy. Weak centrality dependence
is observed for both Sσ and κσ2 at all energies. The Sσ
values increase with decreasing beam energy, whereas κσ2

values are uniform except at the lowest beam energy. Most
of the data points show deviations from the Poisson
baselines. The NBD baselines are closer to the data than
the Poisson baselines, but do not quantitatively reproduce
the data, implying the importance of intraevent correlations
of the multiplicities of positive and negative particles in the
data. Within the present uncertainties, no nonmonotonic
behavior has been observed in the products of moments as a
function of collision energy. The measured moments of net-
charge multiplicity distributions provide unique informa-
tion about the freeze-out parameters by directly comparing
with theoretical model calculations. Future measurements
with high statistics data will be needed for a precise
determination of the freeze-out conditions and to make
definitive conclusions regarding the critical point.
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FIG. 4 (color online). Beam-energy dependence of (a) σ2=M,
(b) Sσ, and (c) κσ2, after all corrections, for most central
(0%–5%) and peripheral (70–80%) bins. The error bars are
statistical and the caps represent systematic errors. Results from
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for 19.6 and 27 GeV, with values of 3.2 and 3.4 for κσ2 and
4.5 and 5.6 for Sσ, respectively. The significance of
deviations for 5%–10% Auþ Au data are smaller for
κσ2 with values of 2.0 and 0.6 and are 5.0 and 5.4 for
Sσ, for 19.6 and 27 GeV, respectively. Higher statistics data
for

ffiffiffiffiffiffiffiffi
sNN

p
< 19.6 GeV will help in quantitatively under-

standing the energy dependence of κσ2 and Sσ. A reason-
able description of the measurements is obtained from
the independent production approach. The data also show
deviations from the hadron resonance gas model [30,31],
which predict κσ2 and Sσ=Skellam to be unity. The effect
of decay is less than 2% as per the hadron resonance gas
model (HRG) calculations in Ref. [31]. To understand the
effects of baryon number conservation [32] and experi-
mental acceptance, UrQMDmodel calculations (a transport
model which does not include a CP) [22] for 0%–5% Auþ
Au collisions are shown in the middle and bottom panels of
Fig. 4. The UrQMDmodel shows a monotonic decreasewith
decreasing beam energy [23]. The centrality dependence of

the κσ2 and Sσ from UrQMD [23] (not shown in the figures)
closely follows the data at the lower beam energies of 7.7
and 11.5 GeV. Their values are, in general, larger compared
to data for the higher beam energies.
The current data provide the most relevant measurements

over the widest range in μB (20–450 MeV) to date for the
CP search, and for comparison with the baryon number
susceptibilities computed from QCD to understand the
various features of the QCD phase structure [6,16,17]. The
deviations of Sσ and κσ2 below the Skellam expectation
are qualitatively consistent with a QCD-based model which
includes a CP [33]. However, the UrQMD model which
does not include a CP also shows deviations from the
Skellam expectation. Hence, conclusions on the existence
of CP can be made only after comparison to QCD
calculations with CP behavior which include the dynamics
associated with heavy-ion collisions, such as finite corre-
lation length and freeze-out effects.
In summary, measurements of the higher moments and

their products (Sσ and κσ2) of the net-proton distributions
at midrapidity (jyj < 0.5) within 0.4 < pT < 0.8 GeV=c in
Auþ Au collisions over a wide range of

ffiffiffiffiffiffiffiffi
sNN

p
and μB have

been presented to search for a possible CP and signals of a
phase transition in the collisions. These observables show a
centrality and energy dependence, which are not repro-
duced by either non-CP transport model calculations or by
a hadron resonance gas model. For

ffiffiffiffiffiffiffiffi
sNN

p
> 39 GeV, Sσ

and κσ2 values are similar for central, peripheral Auþ Au
collisions, and pþ p collisions. Deviations for both κσ2

and Sσ from HRG and Skellam expectations are observed
for

ffiffiffiffiffiffiffiffi
sNN

p ≤ 27 GeV. The measurements are reasonably
described by assuming independent production of Np and
Np̄, indicating that there are no apparent correlations
between the protons and antiprotons for the observable
presented. However, at the lower beam energies, the
net-proton distributions are dominated by the shape of
the proton distributions only. The data presented here also
provide information to extract freeze-out conditions in
heavy-ion collisions using QCD-based approaches [34,35].
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FIG. 4 (color online). Collision energy and centrality depende-
nce of the net proton Sσ and κσ2 from Auþ Au and pþ p
collisions at RHIC. Crosses, open squares, and filled circles
are for the efficiency corrected results of pþ p, 70%–80%, and
0%–5% Auþ Au collisions, respectively. Skellam distributions
for corresponding collision centralities are shown in the top
panel. Shaded hatched bands are the results from UrQMD [22].
In the middle and lower panels, the shaded solid bands are the
expectations assuming independent proton and antiproton pro-
duction. The width of the bands represents statistical uncertain-
ties. The HRG values for κσ2 and Sσ=Skellam are unity [30,31].
The error bars are statistical and caps are systematic errors. For
clarity, pþ p and 70%–80% Auþ Au results are slightly
displaced horizontally.
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Net-proton & net-charge fluctuations

• Largest deviation around 19.6 GeV for net-proton 
‣ But only ~20% deviation from poisson baseline 

• Need more precise measurements below 20 GeV
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Upgrade plans for BES 
phase-II
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RHIC luminosity improvements

• Electron cooling will be available for BES-II 
‣ Electron cooling: by a factor of 3-10 increase in 5-20 GeV 
‣ Electron cooling + long bunches: by a factor of 2-5
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BES-I

with electron cooling

with electron cooling 
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strip tracking layers funded by RIKEN that significantly improve the charged particle
pattern recognition and momentum resolution. The third option forgoes additional silicon
tracking layers, and instead incorporates a Time Projection Chamber (TPC) from a radius
of 30–80 cm. This last option substantially extends the physics program with the inclusion
of low momentum particle identification via dE/dx sampling. The design of the TPC is
effectively a first stage implementation of the tracking detector considered for ePHENIX at
an Electron Ion Collider [3].
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Figure 2: The diagrams show radial slices of sPHENIX with the three different detector
configuration options being considered. The upper diagram depicts the MIE subsystems
with the addition of the reconfigured VTX — that is, the sPHENIX baseline described in the
sPHENIX proposal [1]. The lower left diagram shows sPHENIX plus an additional tracking
detector consisting of three layers of silicon (layers at r = 24, 40, and 60 cm) located between
the VTX and EMCal. The lower right diagram shows sPHENIX plus a TPC with radial extent
30 < r < 80 cm.

These configuration options in order represent a significant increase in BES II physics
capability, and at the same time increase the schedule challenges and requirement for
identifying additional funding and manpower.

iii

sPHENIX upgrade for BES-II
• Focus on hard probes 

• Possible configurations in 
year 2019 

‣ Option 1: EMCAL+VTX 
‣ Option 2 

- Option 1+ Additional silicon 
trackers 

‣ Option 3: Option 1+ TPC

27

Acceptance: 
- |η| < 1 
- Full azimuth
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STAR upgrade for BES-II

• Event Plane Detector, 1.8 < |η| < 5 
‣ Trigger, event plane, centrality 

- suppress backgrounds on flow measurements, independent centrality determination 

• inner TPC upgrade 
‣ increase TPC acceptance from 1 to 1.5 in η 
‣ improve dE/dx resolution → better PID

28
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Beam Energy Scan II (2018–2019)

PHENIX Collaboration White Paper
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BES-II white papers
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http://www.phenix.bnl.gov/phenix/WWW/publish/ 
dave/sPHENIX/BES_II_whitepaper.pdfhttps://drupal.star.bnl.gov/STAR/system/files/BES_WPII_ver6.9_Cover.pdf
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The Beam Energy Scan at the Relativistic Heavy Ion Collider 41

Figure 26. Collision energy dependence of net-proton ks

2 from central 0-5% (filled-circles) and
70-80% (open-squares) Au+Au collisions at RHIC. The vertical error bars are statistical and the caps
correspond to systematic errors. The yellow solid band represents 0-5% central Au+Au collision results
from UrQMD simulations. The green shaped band shows the estimated statistical errors for the BES
Phase-II, assuming the requested events listed in Table 2.

increased sensitivity to the criticality. In addition, we will also study the higher moments of
the net-kaons.

3.1.7. Dilepton production With a low material budget and large acceptance, STAR has the
unique opportunity to carry out a systematic study of dilepton production in high total-baryon
density environments. Having established the capability to do such measurements at higher
energies, we propose to extend the same to lower beam energies.

As is illustrated in Fig. 17, we find the LMR excess to be consistent with model
predictions that indicate an approaching symmetry restoration, driven by baryon density and
temperature. In Fig. 18, it is shown that with decreasing beam energy, the total baryon
density, by proxy of (p+ p̄)/(p+ + p

�), remains fairly constant from top RHIC down to
top SPS center-of-mass energies, while increasing with further decreasing beam energies. As
is indicated in Fig. 27, the expectation is that the LMR excess will increase by a factor of 2.
This is within STAR’s BES Phase-II sensitivity and will be the last piece of strong evidence for
chiral symmetry restoration, implemented in models which describe all the dilepton data, so
far. At the same time, measurements of the IMR would allow us to determine how this range
may smoothly transition and match to the pT slopes in the LMR. While the charm contribution
in the LMR range will significantly drop with lower beam energies, these rates continue to
dominate the IMR. During BES Phase-II the improved muon detection capabilities, thanks to

Physics Goals for the BES II Fluctuations and Analysis of Higher Moments
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B. Mohanty, CPOD 2013

LGT with HISQ action

BNL-Bielefeld, preliminary

– should be negative close
   to Tc (O(4) scaling)
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   for a critical point
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Figure 3.3: Estimates for sPHENIX sensitivity to measurement of net proton ks

2 for Au+Au
collisions as a function of

p
s

NN

are shown on the left panel, and similar estimates for STAR
are shown on the right panel. Both estimates are compared the published STAR results from
the first beam energy scan. See text for details.

3.5.1 Net Proton Fluctuations

With the benefit of a TPC, described in Section 2.4, sPHENIX will have the capability to
perform meaningful measurements and significantly improve upon the published results
for BES I. Figure 3.3 shows the value of ks

2 for net proton fluctuations measured by STAR
during the first beam energy scan (BES I) [32], along with projected uncertainties for BES II,
for which RHIC instantaneous luminosities are expected to increase by a factor of 3 to 8
over a range in collision energies from

p
s = 5–20 GeV. Though the results from STAR

are intriguing, they are limited by statistics and have been shown to be consistent with
UrQMD calculations. Repeating these measurements with significantly higher statistics is
one of the main objectives of BES II. The sPHENIX measurement in 2019 will have similar
uncertainties (see Figure 3.3) to those projected by the STAR experiment for physics signals
not requiring a narrow vertex cut.

3.5.2 Net Charge Fluctuations

Near the QCD critical point, it is expected that fluctuations of charged particle multiplicity
and net charge per event will increase [26]. PHENIX has measured charged particle
multiplicity fluctuations, expressed in terms of the scaled variance w

ch

= s

2
ch

/µ

ch

at 200
GeV, 62.4 GeV, 39 GeV and 7.7 GeV. This quantity does not change significantly at any of
the energies PHENIX has measured, as shown in Figure 3.4.

A more sensitive probe for the presence of the QCD critical point is the measurement of the

19

Projections for BES-II; fluctuations

• Net-proton moments 
‣ By a factor of 2-4 improvements on statistical precision below 20 GeV 
‣ Similar statistical errors for sPHENIX (with TPC) and STAR

30
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Summary

• Success of RHIC Beam Energy Scan phase-I 
‣ Several observables show a hint of possible turn-off signature of QGP 

- Turn-off/onset of QGP ? → BES phase II, future FAIR, J-PARC heavy ion programs 

‣ Non-monotonic behavior of directed flow and HBT radii 
- 1st order phase transition ? → Quantitative and systematic model comparisons 

‣ Possible non-monotonic behavior of conserved charge fluctuations 
- QCD critical point ? → Precision measurements & Lattice QCD calculations 

• We need precision measurements below 20 GeV 
‣ BES phase-II 
‣ Significant improvements on statistical precisions by RHIC luminosity 

& sPHENIX/STAR detector upgrades 
‣ BES-II white papers 

- sPHENIX: http://www.phenix.bnl.gov/phenix/WWW/publish/dave/sPHENIX/
BES_II_whitepaper.pdf 

- STAR: https://drupal.star.bnl.gov/STAR/system/files/BES_WPII_ver6.9_Cover.pdf
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NCQ scaling of v2 for anti-particles

34

ELLIPTIC FLOW OF IDENTIFIED HADRONS IN Au + . . . PHYSICAL REVIEW C 88, 014902 (2013)
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FIG. 19. (Color online) The NCQ-scaled elliptic flow, v2/nq versus (mT − m0)/nq , for 0%–80% central Au + Au collisions for selected
particles (a) and corresponding antiparticles (b). Only statistical error bars are shown. The dashed lines show the results of simultaneous fits
with Eq. (17) to all particles except the pions.

the breakdown of NCQ scaling would be a necessary signature
for a QCD phase transition from partonic to hadronic matter.

Because particles and antiparticles have the same number of
quarks, the NCQ scaling transformation of v2 does not change
their relative separation. This means that the difference in
v2(pT ) for particles and corresponding antiparticles observed
in Sec. VI A constitutes a violation of this NCQ scaling.
Possible physics causes for this difference are discussed below.
In the following, NCQ scaling is shown separately for a selec-
tion of particles and antiparticles. Because a better agreement
between the different particles [even at low (mT − m0)/nq

values] is achieved with the (v2/nq)[(mT − m0)/nq] scaling
compared to the (v2/nq)(pT /nq) scaling, Fig. 19 presents the

scaled distributions versus (mT − m0)/nq . The corresponding
scaled plots for v2(pT ) are shown in Fig. 24 in the Appendix.

The NCQ scaling should only hold in the transverse
momentum range of 1.5 < pT < 5 GeV/c [44,48]. For the
corresponding scaled transverse mass and transverse momen-
tum range, a fair agreement for most of the particles and
energies is observed. Only the φ mesons deviate from the
trend at 7.7 and 11.5 GeV, with the maximum measured
(mT − m0)/nq value just reaching the lower edge of the
expected NCQ scaling range. The values deviate from those for
the other particles and antiparticles at the highest (mT − m0)
values at

√
sNN = 7.7 and 11.5 GeV by 1.8σ and 2.3σ ,

respectively. For the calculation statistical and systematic

014902-17

STAR: PRC88, 014902 (2013)
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study the charge-separation effect, a transport model
UrQMD [28] was employed. UrQMD calculations have
finite difference between same-charge and opposite-charge
γ (δ) correlations, while HSS −HOS is either slightly
negative or consistent with 0. This is demonstrated for
27 and 39 GeV in Figs. 2–4.
In summary, an analysis of the three-point correlation

between two charged particles and the reaction plane
has been carried out for Auþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–62.4 GeV. The general trend of the correla-
tions (γOS and γSS), as a function of centrality and beam
energy, can be qualitatively described by the model
calculations of MEVSIM. This result indicates a large
contribution from the P-even background due to momen-
tum conservation and collective flow. The charge separa-
tion along the magnetic field, studied via (HSS −HOS),
shows a signal with a weak energy dependence down to
19.6 GeV and then falls steeply at lower energies. This
trend may be consistent with the hypothesis of local parity
violation because there should be a smaller probability for
the CME at lower energies where the hadronic phase plays
a more dominant role than the partonic phase. A more
definitive result may be obtained in the future if we can

increase the statistics by a factor of 10 for the low energies
and if we can reduce the uncertainty associated with
determination of the value of κ.
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Charge separation w.r.t. event plane

• Chiral magnetic effect + Local parity violation 
‣ Signal ~ 0 in √sNN = 7.7 - 19.6 GeV 
‣ Need better estimate of κ & precision measurements below 20 GeV
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study the charge-separation effect, a transport model
UrQMD [28] was employed. UrQMD calculations have
finite difference between same-charge and opposite-charge
γ (δ) correlations, while HSS −HOS is either slightly
negative or consistent with 0. This is demonstrated for
27 and 39 GeV in Figs. 2–4.
In summary, an analysis of the three-point correlation

between two charged particles and the reaction plane
has been carried out for Auþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–62.4 GeV. The general trend of the correla-
tions (γOS and γSS), as a function of centrality and beam
energy, can be qualitatively described by the model
calculations of MEVSIM. This result indicates a large
contribution from the P-even background due to momen-
tum conservation and collective flow. The charge separa-
tion along the magnetic field, studied via (HSS −HOS),
shows a signal with a weak energy dependence down to
19.6 GeV and then falls steeply at lower energies. This
trend may be consistent with the hypothesis of local parity
violation because there should be a smaller probability for
the CME at lower energies where the hadronic phase plays
a more dominant role than the partonic phase. A more
definitive result may be obtained in the future if we can

increase the statistics by a factor of 10 for the low energies
and if we can reduce the uncertainty associated with
determination of the value of κ.
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CME signal

• Decompose measured 
correlation to CME (H) and 
background (F) contributions 
- based on A. Bzdak et al, Lect. Notes Phys. 

871, 503 (2013) 

‣ assume γ is linearly proportional to v2
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other transport models [57,58] and is the subject of separate
investigations.

B. Directed flow from microscopic dynamical models

The whole set of directed flow excitation functions for
protons, antiprotons, and charged pions from the PHSD and
HSD models is presented in Fig. 2 in comparison to the
measured data [39] including early STAR results for the
two highest energies. The initial states in the PHSD and
HSD are simulated on an event-by-event basis taking into
account fluctuations in the position of the initially colliding
nucleons and fluctuations in the reaction plane. This procedure
is identical to that in the study of the elliptic flow in Ref. [44].
The average impact parameter for the selected events is
b = 7 fm. In the simulations the experimental acceptance
0.2 ! pT ! 2 GeV/c is taken into account for all hadrons [39].
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FIG. 2. (Color online) The directed flow v1(y) for protons, an-
tiprotons as well as negative pions from 10 to 40% central Au + Au
collisions at different collision energies from

√
sNN = 7.7 to 200 GeV

from HSD (dashed lines) and PHSD (solid lines). Experimental data
are from the STAR Collaboration [39].

At first glance, both models—in particular the PHSD—
correctly reproduce the general trends in the differential v1(y)
with bombarding energy: the v1(y) slope for protons is positive
at low energies (

√
sNN ! 20 GeV) and approaches zero with

increasing energy while antiprotons and pions have negative
slopes, respectively, in the whole energy range. In more detail:
for protons the directed flow distributions are in reasonable
agreement with the STAR measurements in the whole range
of the collision energies considered (except for

√
sNN = 11.5

and 200 GeV). However, v1(y) for antiprotons agrees with the
data only for the highest energies where baryon-antibaryon
pairs are dominantly produced by hadronization. This becomes
evident from a comparison to the HSD results with v1(y) ≈ 0.
The shape of the v1(y) distribution for antiprotons starts
progressively to differ from the measured data if we proceed
from

√
sNN = 11.5 to 7.7 GeV. In the lower energy range

the HSD and PHSD results get very close which indicates
the dominance of hadronic reaction channels (absorption and
recreation). The direct flow distributions for negative and
positive pions are close to each other and also begin to disagree
with experiment in the same range of low collision energies as
for antiprotons (see Fig. 2). Again the PHSD results are very
close to the experimental measurements at higher energies
while the HSD results deviate more sizeably, thus stressing
the role of partonic degrees of freedom in the entire collision
dynamics. The clear overestimation of the p̄ and π− slopes at√

sNN = 7.7 GeV demonstrates that the heavy-ion dynamics
is not yet fully understood within the string/hadron picture at
the lower energies.

The characteristic slope of the v1(y) distributions at
midrapidity, dv1

dy
|y=0 = F , is presented in Fig. 3 for all cases

considered in Fig. 2. In a first approximation the v1 flow in the
center-of-mass system may be well fitted by a linear function
v1(y) = F y within the rapidity interval −0.5 < y < 0.5. A
cubic equation is also used,

v1(y) = Fy + Cy3, (2)

to obtain an estimate of the uncertainty in extracting the
coefficient F . The error bars in Fig. 3 just stem from the
different fitting procedures. Note that the energy axis in Fig. 3
is extended by adding experimental results for

√
sNN = 62

and 200 GeV [39]. This representation is more delicate as
compared to v1(y) in Fig. 2. For protons there is a qualitative
agreement of the HSD and PHSD results with the experiment
measurements: the slope F > 0 at low energies, however,
exceeding the experimental values by up to a factor of about
2; the slope crosses the line F = 0 at

√
sNN ∼ 20 GeV,

which is twice larger than the experimental crossing point,
and then stays negative and almost constant with further
energy increase. However, the absolute values of the calculated
proton slopes in this high energy range are on the level of
−(0.01–0.02), while the measured ones are about −0.005. The
standard UrQMD model results, as cited in the experimental
paper [39] and in the more recent theoretical work [40], are
displayed in Fig. 3 by the wide and narrow shaded areas,
respectively. These results for protons are close to those from
the HSD model and essentially overestimate the slope for
energies below ∼30 GeV but at higher energy become negative

014903-4

Directed flow, model calculations

• PHSD (or HSD) vs hydro with hadronic, crossover EOS 

• Hybrid (UrQMD IS + Hydro + UrQMD hadronic phase) vs 
hydro only with different freeze-out
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FIG. 6. (Color online) Slope of v1 of (a) negatively charged pions
and (b) protons and antiprotons around midrapidity extracted from
the hybrid model calculations with a bag model and crossover
EOS. We compare with standard UrQMD and experimental data
[11,12,23].

The full beam energy dependence for the hybrid model
results of the midrapidity v1 slopes for negatively charged
pions and protons and antiprotons are shown in Figs. 6(a)
and 6(b), respectively. Both proton and antiproton slopes are
overestimated for the whole examined collision energy range,
while dv1/dy|y=0 for pions agrees with the data at lower
collision energies but changes sign at

√
sNN ≈ 10–15 GeV,

which is not supported by the STAR data. While the difference
between the investigated equations of state was already rather
small in the pure fluid results (Fig. 4), the two EOS are
completely indistinguishable in the hybrid simulations.

For comparison we also present the standard UrQMD
results as grey lines. The qualitative behavior is very similar
to the hybrid model results. The standard UrQMD appears to
better describe the experimental proton data, however.

Figure 7 shows the comparison of the hybrid and the pure
hydro model results for the midrapidity dv1/dy for protons
and antiprotons, where the bag model equation of state is used.
Both approaches give significantly too large slopes compared
to the STAR data. As noted already in Sec. III, the proton
dv1/dy changes sign only for the model with isochronous
Cooper-Frye hypersurface.

No model calculation seems to capture the qualitative
experimental trend showing the directed flow slope for all
particles turning negative at some point and approaching zero

FIG. 7. (Color online) Comparison of results for pure hydro and
hybrid model calculations with a first order EOS. Shown is the slope
of v1 of protons and antiprotons around midrapidity compared to
experimental data.

from below. Also the overall magnitude seems to be strongly
overestimated.

V. DISCUSSION

As observed in previous studies [21,24–26], the hybrid
model (and to some extent also standard UrQMD) usually
shows a reasonable agreement with experimental particle
spectra, as well as the second and third order flow coefficients,
at the energies investigated in this article. Furthermore, it has
been shown [6,27–29] that fluid dynamical simulations can
quite successfully account for the rapidity-even v1 moment,
which is caused by initial state fluctuations.

The strong deviation of the directed flow of all models, as
compared to data, noted in the previous section is therefore
surprising and requires a further discussion about the possible
sources of differences in the v1 extracted from the model as
compared to the experiment.

One particular difference, for example, lies in the determi-
nation of the reaction plane angles !RP used in Eq. (2). In
our study the reaction plane (RP) angle is always defined to
be zero along the impact parameter axis (x axis). Experiments
determine a v1 event plane (EP) using certain assumptions.
Usually the EP for the directed flow is defined along the vector
of the projectile and target spectator transverse momentum
motion (defined also by measurement) [30,31]. For the Beam
Energy Scan (BES) STAR data presented in this article a
different method is used. Here the participant charged particles,
detected by the inner tiles of the beam-beam counters (BBCs),
with a pseudorapidity coverage of 3 < |η| < 5 were used to
determine the v1 event plane. In an ideal scenario a model
study would also define the EP in such a way.

Furthermore, it was pointed out in Ref. [32] and references
therein that random initial state fluctuations, especially in the
longitudinal direction, may lead to significant c.m. rapidity
fluctuations, which diminish the v1 signal. This is due to
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as in Fig. 1.

with the experimental data and, in the case of charged pions, in
even better agreement than in the HSD and PHSD approaches
(cf. Fig. 1). The purely hadronic EoS definitely overestimates
the antiproton yield at midrapidity in this energy range, while
the EoS with the crossover transition quite reasonably agrees
with the experimental data. Note that the antiprotons are
mainly produced from the fireball (baryonless) fluid [29].
To a certain extent, this may be interpreted as being due to
multimeson formation of pp̄ in equilibrium in analogy to HSD
and PHSD approaches where these channels are not in full
equilibrium. The difference between the two EoS’s is clearly
seen at higher energies

√
sNN ! 20 GeV, where the crossover

EoS is favorable for all hadronic species rather than only for
antibaryons (p̄,!̄,"̄+) as pointed out in Ref. [70].

B. Directed flow in the 3FD model

In recent works [69–72] an analysis of the major part of bulk
observables has been performed: the baryon stopping [69],
yields of different hadrons, their rapidity and transverse mo-
mentum distributions [70,71], and the elliptic flow excitation
function [72]. This analysis has been carried out for the
hadronic EoS and two types of EoS with deconfinement
transitions: a first-order phase transition and a crossover. It
was found that scenarios with deconfinement transitions are
preferable especially at high collision energies, though they
are not perfect.

In this study we consider only two of the abovementioned
scenarios, i.e., the purely hadronic scenario and the crossover
one. The reason is primarily technical: It turned out that
calculations of the directed flow are demanding and require
a high numerical accuracy. In contrast to other observables,
the directed flow is very sensitive to the step width of
the computational grid and the number of test particles.1

1A numerical “particles-in-cell” scheme is used in the present
simulations; see Ref. [29] and references therein for more details.
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to 40% central Au + Au collisions at different collision energies
calculated within the 3FD model. The experimental data are from the
STAR Collaboration [39]. The dashed lines correspond to a hadronic
EoS while the solid lines stand for a crossover transition.

Therefore, accurate calculations require very high memory
and CPU time and, accordingly, calculations for a first-order-
transition EoS have not been completed yet. In particular, for
the same reason we have failed so far to perform calculations
for energies above

√
sNN = 30 GeV. Note that the change of

other observables, analyzed so far [69–72], is below 15% as
compared to results of previous calculations.

The directed flow v1(y) as a function of rapidity y at
BES-RHIC bombarding energies is presented in Fig. 8 for
pions, protons, and antiprotons. As seen, the 3FD model does
not perfectly describe the v1(y) distributions. However, we
can definitely conclude that the description of the STAR data
is better with the crossover EoS than that with the purely
hadronic EoS. Note that the negative slope at midrapidity does
not necessarily assume a QGP EoS [27] once a combination
of space-momentum correlations—characteristic of radial
expansion together with the correlation between the position
of a nucleon in the fireball and its stopping—may result in a
negative slope in the rapidity dependence of the directed flow

The matter transfer due to pressure gradients, friction between fluids
and production of the fireball fluid, is computed on a fixed grid (the
so-called Euler step of the scheme). An ensemble of Lagrangian test
particles is used for the calculation of the drift transfer of the baryonic
charge, energy, and momentum (the so-called Lagrangian step of the
scheme).
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Beam time request for BES-II

• Focused on √sNN < 20 GeV 
‣ One year (2019) request from PHENIX 
‣ Two year (2018, 2019) request from STAR

38

Run Plan Collision Energies and Integrated Luminosities

goes to collision energies at which PHENIX has not yet taken data with a special interest in
the region near 11.5 GeV. The request takes care to minimize gaps in µ

B

between energies.
A short run at 19.6 GeV would be helpful to compare measurements from the baseline
sPHENIX detector to measurements from the current PHENIX detector. The request
includes four weeks of full energy running split into two weeks of Au+Au and two weeks
of p+p running. Running at 5 GeV is given a very low priority since a useful data set
would require an impractically long running time. It would take 218 days of running time
to record only 10 million events. Therefore, running at 5 GeV is not included in Table 4.2.

As detailed in Section 3.7, we request a short, of order two weeks, of running for p+p and
Au+Au at

p
s

NN

= 200 GeV. This critical pilot data taking would come at a small cost in
running time and help ensure a fully successful program for the full sPHENIX starting in
2021.

Table 4.2: An outline of the PHENIX run request for the BES II program. The running time
is integrated to cover a single year of RHIC running that spans 22 cryo-weeks, or 19 weeks
of physics running depending on ramp-up and switching times. Higher priority is given
to the data sets listed first. The number of events refers to good events within the baseline
sPHENIX configuration requiring |z

vertex

| < 10 cm including the PHENIX and RHIC duty
factor. Also included are event estimates with a wider |z

vertex

| < 30 cm and |z
vertex

| < 1 m
cut that could be applied if a TPC is installed.

Species
p

s

NN

µ

B

Run Time Events(M) Events(M) Events(M)

(GeV) (MeV) (Days) |z
vtx

| < 10cm |z
vtx

| < 30cm |z
vtx

| < 1 m

Au+Au

11.5 315 45 15 45 112.5

13.0 281 23 17 50 125

9.0 376 41 6 17 42.5

19.6 205 4 33 100 2500

200 20 10 1200 3600 9000

p+p 200 10 1.2 pb

�1 3.6 pb

�1 9 pb

�1

25
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Table 3. Beam Energy Scan Phase-II proposal for 22 weeks of RHIC running in each of the years
2018 and 2019.
Collision Energy (GeV) 7.7 9.1 11.5 14.5 19.6
µB (MeV) in 0-5% Central Collisions 420 370 315 260 205
BES-I (Million Events) 4 – 12 20 36
BES-I Event Rate (Million Events/Day) 0.25 0.6 1.7 2.4 4.5
BES-I Int. Luminosity (1⇥1025/cm2 s) 0.13 0.5 1.5 2.1 4.0
e-Cooling Luminosity Improvement Factor 4 4 4 8 15(4)
BES Phase-II (Million Events) 100 160 230 300 400
Required Beam Time (Weeks) 14 9.5 5.0 2.5 4.0+

measurements down to the region of the expected highest baryon density, which would be a
collision energy of about 8 GeV.

The above paragraph outlines our best understanding of the most important energy ranges
and the necessary energy step sizes. The previous Section (3.1) detailed the required statistics
for the key measurements at each proposed energy. It is assumed that there will be 22
cryo-weeks of RHIC running in each of the years 2018 and 2019. Based on these goals,
requirements, constraints, and assumptions, we have developed a proposal for the BES Phase-
II which is summarized in Table 3. The proposed number of weeks of RHIC running at 7.7
GeV has been estimated by considering the corresponding average event rate in the final week
of BES-I operations, BES-I luminosity, an electron cooling luminosity improvement factor
mid-way between the optimistic and pessimistic estimates (see Section 3.5), and the number
of events required for the physics program as per Table 2. The proposed number of weeks for
beam energies of 11.5 and 19.6 GeV are obtained using the average numbers for event rate and
luminosity over the entire collider running period, and the event statistics as desired in BES
Phase-II (Table 2). There is an additional uncertainty on the rate estimates for the 19.6 GeV
system, and that arises because without an improvement to the trigger, the raw data rate will
exceed the limits of the STAR DAQ system. The situation should be significantly improved
with the help of the cleaner beam after electron cooling, and with the help of the Event Plane
Detector (EPD) upgrade described in Section 3.6. The numbers of weeks proposed for RHIC
running at 9.1 and 14.5 GeV are estimated by interpolating the required numbers between the
adjacent energy points.

The sum of the requests over all beam energies is 35 weeks. Adding one week of setup
for each energy, and allowing two weeks of cool-down (warm-up) at the start (end) of each
year, brings the grand total to 44 weeks. The approach outlined in Table 3 is the optimal
strategy based on the information available at this time. However, we acknowledge that there
will also be lessons learned from the final analysis of the 14.5 GeV run and from analyses
of the first year of the BES Phase-II program. These new data may cause us to re-visit the
strategies and priorities of the program. The presented BES Phase-II program, outlined in
Table 3, is very strong. Thanks to analysis of the BES-I data, we were able to establish a clear
path to discovery and a to establish the magnitude of statistics needed to provide evidence for
the physics discussed in all of our program goals.
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Figure 20. The BES-I RCP data are are shown for p, K, and p for 7.7, 11.5, and 19.6 GeV. The BES
Phase-II projected error bands are for the same energies, 7.7 (red, scaled by 10), 11.5 (blue, scaled by
100), and 19.6 (green, scaled by 1000).

errors are displayed in Fig. 20 as colored bands. For clarity of presentation, the projected
error bands are scaled by 10 (for 7.7 GeV), 100 (for 11.5 GeV), and 1000 (for 19.6 GeV).
The error bands are truncated when the error reaches 50%; this represents the expected high
pT limit for each measurement. For intermediate energies the expected error bands can be
interpolated. It is also of interest to consider the inclusive charged hadron RCP measurement
(Fig. 12). We have also projected the expected error in BES Phase-II for this measurement,
therefore, we can report the high pT limits for the inclusive charged hadron RCP are found to
be 5.2, 5.7, and 6.5 GeV/c for the 7.7, 11.5, and 19.6 GeV systems, respectively.

3.1.2. The v2 of f mesons and NCQ scaling for indentified particles This measurement will
allow us to quantitatively address the suspected decrease, followed by an absence, of partonic
collectivity below

p
sNN = 19.6 GeV. High-statistics data with a new event plane detector (as

discussed below in section 3.6) are required. It is necessary to make measurements up to pT

= 3 GeV/c with a statistical error of less than 10% on v2. From this resolution requirement
we can estimate the statistics necessary (see Table 2) for BES Phase-II to reach transverse
momenta beyond 2.5 GeV/c even at the lowest energies. This will allow us to test in NCQ
scaling detail for many particle species, including multi-strange particles.

The projection of the statistical errors for the f meson v2 for BES Phase-II are shown by
the shaded bands in both plots in Fig. 21. The shapes of the kaon v2(pT ), dashed line, were
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Figure 21. Number of constituent quark (NCQ) scaled event anisotropy parameter (v2) for identified
hadrons, including the f-meson (filled circles) from minimum bias (0-80%) Au+Au collisions at 7.7
GeV (left) and 11.5 GeV (right). The projections of the statistical errors for the f-meson v2, from BES
Phase-II are shown by the shaded bands in both plots. The shapes of the kaon v2(pT ), dashed line,
were used in the estimation.

used in the estimation. As shown in Table 2, 100M and 200M useful minimum bias events
are requireded from the Au+Au collisions at 7.7 and 11.5 GeV, respectively. The shape of the
kaon v2 is assumed for the estimation up to pT ⇡ 3 GeV/c where the scaling has been observed
in high-energy nuclear collisions at the RHIC energies [34] in both plots. These measurements
will answer decisively the question how much f meson flow there is compared to that of light
quark hadrons. Lack of the collectivity of the f meson will provide clear evidence of the
hadronic interaction dominated medium in the low energy heavy ion collisions. Moreover,
with such statistics, information of the event anisotropy parameters for multi-strange hadrons,
such as X and W, can also be extracted.

3.1.3. Three-particle correlators related to CME/LPV These measurements will allow us to
corroborate the observation of the turn-off of CME/LPV-like effects at 7.7 GeV. In order to
reduce the statistical error on the measured CME signal HSS �HOS by a factor 3 as shown in
Fig. 22, we propose to increase the event statistics by factors of ten and four at 7.7 and 11.5
GeV, respectively. This requires ⇠ 50M events for each beam energy (see Table 2).

Besides the chiral magnetic effect, the chiral separation effect (CSE) has also been
proposed. The CSE refers to the separation of chiral charge along the axis of the magnetic field
at finite density of vector charge (e.g., electric charge) [149, 150]. In a chirally-symmetric
phase, the CME and CSE form a collective excitation, a Chiral Magnetic Wave (CMW), a
long-wavelength hydrodynamic mode of chiral charge densities [156, 157]. The CMW is a
signature of chiral symmetry restoration in the QGP, and manifests itself in a finite electric

Rcp
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Figure 22. The (HSS � HOS) difference as a function of beam energy is now shown with error
projections for BES Phase-II.

quadrupole moment of the collision system, where the “poles” (“equator”) of the produced
fireball acquire additional positive (negative) charge. This effect, if it exists, will be reflected
in the measurement of charge-dependent elliptic flow. Taking pions as an example, on top of
the baseline vbase

2 (p±), the CMW will lead to [156]

v2(p
±) = vbase

2 (p±)⌥ (
qe

r̄e
)Ach, (5)

where qe, r̄e and Ach = (N+�N�)/(N+ +N�) are the quadrupole moment, the net charge
density, and the charge asymmetry of the collision event, respectively. The baseline v2 may
be different for p

+ and p

� because of several other physics mechanisms [158, 159], so it is
less ambiguous to study the CMW via the Ach dependence of pion v2.

Taking 30-40% central 200 GeV Au+Au for example, the pion v2 was shown as a
function of Ach in the left panel of Fig. 1 in Ref. [160]. The p

� v2 increases with Ach while the
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Figure 23. Left panel: Statistical errors with narrow centrality bins for proton dv1/dy near midrapidity
at two sample beam energies for BES-I data sets (blue error bars; the points are arbitrarily placed at
dv1/dy = 0) and with the proposed BES Phase-II data sets (black error bars). Right panel: The same,
but for net-protons.

it is not possible to determine if there is any minimum at all, much less identify where
it might lie along the beam-energy axis, for either central or peripheral collisions. With
the improved BES Phase-II statistics, this crucial phenomenology can, very likely, be fully
mapped-out. Specifically, the blue error bars in Fig. 23 illustrate the statistical uncertainty
with the indicated narrow centrality bin based on BES-I measurements, whereas the black
error bars are a projection of the expected statistical errors in the same narrow centrality bin
with the proposed BES Phase-II measurements. The projections presented in the right-hand
panel of Fig. 23 indicate that the centrality dependence of net-proton directed flow will be a
feasible measurement for the first time when BES Phase-II data become available.

The relatively small BES-I data sets provide only very limited information about
centrality dependence as mentioned above, yet it is already evident (for example, from the left
panel of Fig. 23) that the beam energy where the proton v1 slope changes sign (which also is
the lowest of the two sign changes in the case of net-protons) is a strong function of centrality.
Part of this sensitivity to centrality may be related to the fact that different centrality selections
at a given beam energy change the baryon chemical potential. Given that one interpretation
of the minimum in proton and net-proton v1 slope associates it with the EOS softest point,
there is evidently also a dependence of this same observable on centrality. It is clear that
there is a rich and detailed phenomenology associated with the v1 behavior in the vicinity
of the minimum, including its centrality dependence, and any model used to interpret these
data and to infer properties of the QCD phase diagram in the vicinity of a possible first-order
phase transition needs to be confronted by the complete phenomenology of the effect, thereby
minimizing the chance of an ambiguous or even incorrect conclusion.
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Figure 27. This plot summarizes our current measurements. The data points are the integral LMR
excess (data-cocktail) between 300 and 700 MeV/c2 normalized the measured p multiplicity for BES
minimum-bias events. The grey dotted line below 20 GeV indicates the average normalized excess,
while the grey band indicates the projected uncertainty in the proposed BES Phase-II measurements.
The purple dotted line shows the expected increase by a factor of two in normalized excess yield as the
beam energy is further lowered to 7 GeV.

the 2014 MTD upgrade, will allow for independent measurements, through e�µ correlations,
of the charm contribution to the dilepton continuum. In addition, with its trigger capabilities,
the MTD will allow to efficiently trigger on the dimuon channel, which suffers significantly
less from the large backgrounds that complicate dielectron measurements.

The requirement in the LMR is to achieve a similar level of statistical uncertainty as is
reached for STAR’s

p
sNN =200 GeV dielectron data sample. Based on the BES-I 19.6 GeV

data sample of less than 40M events, this would imply about 400M minimum-bias events at
that particular energy. As the signal-to-background ratio is expected to improve for the lower
energies due to a significant reduction in the contributions from the combinatorial background
and the cc̄ continuum, the required event samples are reduced by factors of up to ⇠ 4 for the
lowest energies. The improvement needed in the IMR is estimated based on the statistical
uncertainties of the dielectron mass slope from the same BES-I data set at

p
sNN = 19.6 GeV.

A factor of 10 more (minimum-bias) events would bring that uncertainty to about 10%. Note
that this is comparable to the requested improvement in statistics for the LMR measurements.

charge separation
Directed flow

Di-lepton LMR excess


