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Outline

• Glauber model, multiplicity and centrality 
‣ Introduction of Glauber model in heavy ion collisions 

- more specifically, “Wounded nucleon model” 

‣ How to determine the centrality in experiment ? 
- multiplicity model, Negative Binomial Distribution 

• Fluctuation 
‣ Why do we measure fluctuations in heavy ion collisions ? 
‣ Experimental results: particle ratio fluctuation (K/π), higher moments 

• Summary
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Introduction of Monte 
Carlo (MC) Glauber model
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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

Glauber model

• The simplest approach to describe the initial condition of 
nucleus-nucleus collisions 

• Widely used to determine centrality, and for initial conditions 
in hydrodynamical models, event generators
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Monte Carlo (MC) Glauber model

• Basic assumptions 
‣ nucleons travel on straight line trajectories 
‣ independent binary nucleon-nucleon collisions 
‣ inelastic nucleon-nucleon cross section is independent of number of 

binary collisions of a nucleon underwent before 

• Impact parameter is randomly sampled (dN/db ~ b) 

• Nucleons are randomly distributed inside nuclei 

• Collision occurred based on the transverse distance between 
nucleons, and on the measured nucleon-nucleon inelastic 
cross sections (from PDG) 

• Model provides impact parameter (b), number of participants 
(Npart), number of binary collisions (Ncoll or Nbin), and their 
correlations 

‣ also provides spatial anisotropy, so called “eccentricities”
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How many parameters in Glauber model ?

• Nucleons 
‣ Density distribution of heavy nucleus                                                    

is parameterized by Woods-saxon form (2) 
- radius of nucleus R, skin depth (or diffuseness parameter) d 

‣ Deformed nucleus needs additional parameters (1, 2, or maybe 3) 
- Au nucleus is deformed, Pb is spherical 

‣ Separation between two nucleons in a nucleus (1 or 2) 
- As far as I know, this option is not implemented by default at RHIC experiments 

• Collision 
‣ Measured inelastic nucleon-nucleon cross section (1) 
‣ The simplest collision profile is box type 

- additional parameters if one use non-box like collision profile 

• We need additional parameters to calculate multiplicity 
‣ This is the place where Negative Binomial Distribution plays a role

6

⇢(r) / 1

1 + exp ((r �R)/d)

p
(x1 � x2)2 + (y1 � y2)2 <

s
�

inel
pp

⇡



H. Masui / Univ. of Tsukuba /42

r (fm)
0 5 10 15

(r)ρ

0

0.5

1
R=6.38 fm
d=0.535 fm

Woods-saxon distribution

• Constant up to r ~ 5 fm 

• ρ(r) = 1/2 at r=R 

• Finite probability in r>R due to the diffuseness parameter d
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50. Plots of cross sections and related quantities 11
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Figure 50.9: Summary of all total collision cross sections jointly fitted with available hadronic ρ parameter data. Corresponding
computer-readable data files may be found at http://pdg.lbl.gov/xsect/contents.html
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Total p+p cross section (PDG)

• Total elastic cross sections are also available 
‣ ~42 mb is mostly used at RHIC
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Snapshot of 1 collision at b=6 fm

• Event display of 1 event (impact parameter b=6 fm) 

• Positions of nucleon can be fluctuated event-by-event → Npart 
etc fluctuate even if we fix b in MC Glauber model
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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

M. L. Miller et al, 
arXiv:nucl-ex/0701025
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• We have collisions in b>2R because of Woods-saxon form 
‣ but collision (Ncoll>0) isn’t always occurred at high b
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• Characteristic shape of Npart, Ncoll (to be discussed later) 

• Ncoll ∝ Npart4/3 
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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

Spatial anisotropy (eccentricity)

• Spatial anisotropy (eccentricity) 
‣ originally defined with respect to the reaction plane 

• PHOBOS collaboration come up with better definition 
‣ takes into account the fluctuation of nucleon positions 
‣ “participant eccentricity” with respect to the “participant plane”
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cantly depending on how it is calculated. This is also
illustrated in Fig. 4. It should be noted that the behavior
of the eccentricities shown in Fig. 4 for Npart below !19
(!55) for Cu-Cu (Au-Au) are shown only to display the
mathematical behavior of the two definitions of the eccen-
tricity, since data are unavailable in these ranges. However,
it is interesting that "std becomes negative at low Npart for
both Cu-Cu and Au-Au due to fluctuations, while "part by
definition must be positive.

The effects of finite number and eccentricity fluctuations
on elliptic flow have been studied for large collision sys-
tems with Monte Carlo simulations [23,26,27] and were
found to be small. However, in Cu-Cu collisions these
fluctuations are larger and could have a significant impact
on the elliptic flow. The participant eccentricity allows
these fluctuating configurations to be considered seriously
on an event-by-event basis.

The Glauber model used for the calculation of these
eccentricities is a Monte Carlo toy model that builds nuclei
by randomly placing nucleons according to a Woods-
Saxon distribution. Excluded volume effects were incorpo-
rated into the model, requiring a minimum center-to-center
nucleon separation of 0.4 fm, to agree with HIJING [15]. A
number of sources of systematic error were studied, in-
cluding nuclear radius, nuclear skin depth, nucleon-
nucleon inelastic cross section!NN , and minimum nucleon
separation. The systematic error contributed by each
source was determined by varying that specific parameter
in the analysis within reasonable limits and quantifying the
change in the final eccentricity result as a function of
centrality. The individual contributions were added in
quadrature to determine the 90% confidence level errors
shown in Fig. 4.

The crucial importance of the definition of eccentricity
in comparing Cu-Cu and Au-Au results for a given beam

energy can be seen in Fig. 5, where comparisons are made
between Cu-Cu and Au-Au data at 62.4 and 200 GeV using
the eccentricity-scaled elliptic flow. These comparisons are
made as a function of the number of participating nucleons
since Npart is a well-understood quantity that is directly
related to the centrality and the calculated eccentricities in
the Glauber model. In Fig. 5(b), v2="std increases rapidly
in Cu-Cu as the events become more central, and is gen-
erally larger than that of Au-Au. One might then conclude
from this that either the smaller Cu-Cu system produces v2
much more efficiently than the larger Au-Au system or that
"std may not be the appropriate quantity for describing the
initial geometry of the collision. Consider then Fig. 5(c), in
which v2="part is shown to be very similar for both Cu-Cu
and Au-Au at the same beam energy, even appearing to lie
on the same curve. Given the qualitative and quantitative
similarities between the results in the two systems already
shown, it is not unreasonable to expect both systems to
have a similar eccentricity-scaled elliptic flow, as in
Fig. 5(c). Therefore, it seems likely that "part as discussed
here and in Ref. [28]—or a rather similar quantity, such as!!!!!!!!!!!!
h"2

parti
q

[29]—is the relevant eccentricity for the azimuthal
anisotropy.
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Fluctuations !

• Eccentricity increases by 
fluctuations 

• Geometric v2 scaling by 
participant eccentricity 

‣ fluctuation !
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at CERN Super Proton Synchrotron energies [23], inter-
preted in terms of initial-state pT broadening effects
(‘‘Cronin effect’’ [24]). Within errors, peripheral Au!
Au collisions behave like a superposition of p! p colli-
sions with regard to high pT !0 production (RAA " 1). In
central collisions, the suppression is smallest at 2 GeV=c
and increases to an approximately constant suppression
factor of 1=RAA " 4–5 over the pT range of 4–10 GeV=c,
#30% above the expectation from Npart scaling (dotted
line in Fig. 2).

The magnitude and pT dependence of RAA (correspond-
ing to parton fractional momenta x " 2pT=

!!!

s
p #

0:02–0:1 at midrapidity) is inconsistent with the ex-
pectations of leading-twist ‘‘shadowing’’ effects on the
nuclear parton distribution functions alone [25].
Different jet quenching calculations [4–7,10–12], based
on medium-induced radiative energy loss, can repro-
duce the magnitude of the !0 suppression assuming the
formation of a hot and dense partonic system. The pre-
dicted pT dependence of the quenching, however, varies
in the different models. All models that include the
Landau-Pomeranchuck-Migdal (LPM) interference ef-
fect [15,26] predict RAA effectively / !!!!!!

pT
p

[10]. Such
a trend is not compatible with our data over the entire
pT range. Analyses which combine LPM jet quenching
together with shadowing and initial-state pT broadening
generally reproduce the whole pT dependence of the !0

suppression [4], as do recent approaches that take into
account detailed balance between parton emission and

absorption [7]. However, based solely on the data pre-
sented here, we are not able to distinguish between par-
tonic or hadronic [13] energy loss scenarios.

The centrality dependence of the high pT !0 suppres-
sion is shown in Fig. 3 as a function of hNparti. The
suppression is characterized as the ratio of Au! Au
over p! p yields integrated above 4 GeV=c and normal-
ized using two different scalings. RAA (circles) denotes
the Ncoll scaling as in Eq. (1), whereas Rpart

AA (crosses)
indicates Npart scaling expected in scenarios dominated
either by gluon saturation [8] or by surface emission of
the quenched jets [10]. Figure 3 indicates that the tran-
sition from the Ncoll scaling behavior (RAA # 1) apparent
in the most peripheral region, to the strong suppression
seen in central reactions (RAA # 0:25) is smooth. In addi-
tion, although there is no exact participant scaling
(Rpart

AA > 1 for all centralities), the !0 production per
participant pair above 4 GeV=c is approximately con-
stant over a wide range of intermediate centralities, in
qualitative agreement with a parton saturation model
prediction [8].

In summary, transverse momentum spectra of neutral
pions have been measured at midrapidity up to pT "
10 GeV=c for nine centrality bins of Au! Au collisions
at

!!!!!!!!

sNN
p $ 200 GeV. The spectral shape and invariant

yield for peripheral reactions are consistent with those
of p! p reactions scaled by the average number of
inelastic NN collisions. Central yields, on the other
hand, are significantly lower than peripheral Au! Au
and p! p scaled yields, as found at

!!!!!!!!

sNN
p $ 130 GeV.

The observed suppression increases slowly with pT to as
much as a factor of 4–5 in the 10% most central collisions,
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FIG. 3 (color online). Ratio of Au! Au over p! p !0 yields
integrated above 4 GeV=c and normalized using hNcolli
(circles) and hNparti (crosses), as a function of centrality given
by hNparti. The errors bands and bars are the same as for Fig. 2.
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FIG. 2. Nuclear modification factor RAA%pT& for !0 in central
(closed circles) and peripheral (open circles) Au! Au at
!!!!!!!!

sNN
p $ 200 GeV. The error bars include all point-to-point
experimental (p! p, Au! Au) errors. The shaded bands rep-
resent the fractional uncertainties in hTAuAui and in the !0

yields normalization added in quadrature, which can move all
the points up or down together (in the central case the shaded
band shown is the fractional error for the first point).
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Applications: (1) RAA

• Nuclear modification factor RAA at high pT 
‣ Test Ncoll scaling; RAA = 1 → A+A is superposition of p+p 
‣ Any deviations from RAA = 1 → information at early stage of collisions
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(iii) the energy scale (absolute calibration of the calo-
rimeter). The relative contributions of these effects to the
total error differ for the PbSc and PbGl (Table I). The
weighted average of the two independent measurements
reduces the total error. The nominal energy resolution
[17] is adjusted in the simulation to reproduce the true
width of the !0 peak observed at each pT , smearing the
energies with a constant term of 7% for PbSc and !9%
for PbGl. The shape, position, and width of the !0 peak
measured in all different centralities are then confirmed
to be well reproduced by the embedded data. The final
systematic errors on the spectra are at the level of !10%
at 1 GeV=c and !17% at the highest pT (Table I). A
correction for the true mean value of the pT bin is applied
to the steeply falling spectra. No corrections have been
applied to account for the contribution of feed-down !0’s
(mainly coming from K0

s and " decays) which are <5%
based on HIJING [19] simulations.

The event centrality is determined by correlating the
charge detected in the BBC with the energy measured
in the ZDC detectors. A Glauber model Monte Carlo
(MC) calculation combined with a simulation of the
BBC and ZDC responses [20–22] gives an estimate of
the associated averaged number of binary collisions
(hNcolli) and participating nucleons (hNparti) in each cen-
trality bin (Table II). Fully corrected and combined PbSc
and PbGl !0 pT distributions are shown in Fig. 1 for
minimum bias and for nine centrality bins scaled by
factors of 10.

We quantify the medium effects on high pT production
in AA collisions with the nuclear modification factor
given by the ratio of the measured AA invariant yields
to the NN collision scaled p" p invariant yields:

RAA#pT$ % #1=Nevt
AA$d2N!0

AA=dpTdy

hNcolli=#inel
pp & d2#!0

pp=dpTdy
; (1)

where the hNcolli=#inel
pp is just the average Glauber nuclear

overlap function, hTAuAui, in the centrality bin under
consideration (Table II). RAA#pT$ measures the deviation
of AA data from an incoherent superposition of NN

collisions. For pT & 2 GeV=c, RAA is known to be below
unity, since the bulk of particle production is due to soft
processes which scale closer to the number of participant
nucleons [20] than to hNcolli.

Figure 2 shows RAA as a function of pT for !0 mea-
sured in 0%–10% central (closed circles) and 80%–92%
peripheral (open circles) Au" Au. The PHENIX p"
p ! !0 data [16] is used as the reference in the denomi-
nator. The RAA values for central collisions are noticeably
below unity, as found at 130 GeV [9]. This is in contrast to
the enhanced high pT !0 production (RAA > 1) observed

TABLE II. Centrality bin, average nuclear overlap function,
number of NN collisions, and number of participant nucleons
from a Glauber MC [21,22] and the BBC and ZDC responses
for Au" Au at

!!!!!!!!

sNN
p % 200 GeV. The centrality bin is ex-

pressed as percentiles of #AuAu % 6:9 b.

Centrality hTAuAui (mb'1) hNcolli hNparti
0%–10% 22:75( 1:56 955:4( 93:6 325:2( 3:3

10%–20% 14:35( 1:00 602:6( 59:3 234:6( 4:7
20%–30% 8:90( 0:72 373:8( 39:6 166:6( 5:4
30%–40% 5:23( 0:44 219:8( 22:6 114:2( 4:4
40%–50% 2:86( 0:28 120:3( 13:7 74:4( 3:8
50%–60% 1:45( 0:23 61:0( 9:9 45:5( 3:3
60%–70% 0:68( 0:18 28:5( 7:6 25:7( 3:8
60%–80% 0:49( 0:14 20:4( 5:9 19:5( 3:3
60%–92% 0:35( 0:10 14:5( 4:0 14:5( 2:5
70%–80% 0:30( 0:10 12:4( 4:2 13:4( 3:0
70%–92% 0:20( 0:06 8:3( 2:4 9:5( 1:9
80%–92% 0:12( 0:03 4:9( 1:2 6:3( 1:2
Min. bias 6:14( 0:45 257:8( 25:4 109:1( 4:1
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FIG. 1. Invariant !0 yields at midrapidity as a function of pT
for minimum bias and nine centralities in Au" Au at

!!!!!!!!

sNN
p %

200 GeV [0%–10% (80%–92%) is most central (peripheral)].

TABLE I. Summary of the dominant sources of systematic
errors on the PbSc and PbGl !0 yields and total errors on the
combined measurements. The error ranges are quoted for the
lowest to highest pT values.

Source Syst. error PbSc Syst. error PbGl

Yield extraction 10% 6%–7%
Yield correction 8% 8%

Energy scale 3%–11% 7%–13%

Normalization
Total error (%) Stat. Syst. Central Peripheral

Comb. !0 spectra 2– 40 10–17 5 5
RAA 2–45 11–22 14 30

P H Y S I C A L R E V I E W L E T T E R S week ending
15 AUGUST 2003VOLUME 91, NUMBER 7

072301-4 072301-4



H. Masui / Univ. of Tsukuba /42

23

0 0.1 0.2 0.3 0.4

   
   

 
Fε

0
0.05

0.1
0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3

    7.7 GeV

0 0.1 0.2 0.3 0.4
0

0.05
0.1

0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3

    11.5 GeV

0 0.1 0.2 0.3 0.4
0

0.05
0.1

0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3    19.6 GeV

      0 0.1 0.2 0.3 0.4

0 0.1 0.2 0.3 0.4

0
0.05

0.1
0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3    27 GeV

0 0.1 0.2 0.3 0.4
0

0.05
0.1

0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3

    39 GeV

0 0.1 0.2 0.3 0.4
0

0.05
0.1

0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3    62.4 GeV

   PPε
0 0.1 0.2 0.3 0.4

0 0.1 0.2 0.3 0.4

0
0.05

0.1
0.15
0.2

0.25
0.3

0
0.05
0.1
0.15
0.2
0.25
0.3    200 GeV

Global Fit
-0.5<y<0.5

±π-±πAu+Au      

FIG. 26: The eccentricity of the collisions at kinetic freez-out, εF ,
as a function of initial eccentricity relative to the participant plane,
εPP, at mid-rapidity. All results are for ⟨kT ⟩ ≈ 0.31 GeV/c. Error
bars include only statistical uncertainties. The line has a slope of one
indicating no change in shape. Points further below the line evolve
more to a round shape.

For EOS-Q, the slope changes, following EOS-H at low en-
ergies, but dropping more rapidly at higher energies. This
is attributed to passage through a mixed-phase regime which
extends the lifetime allowing the system to evolve to a more
round state at higher energies [19].
The two more recent (2+1)D predictions, from the

VISH2+1 model, get closer to the data. MC-KLN and MC-
GLB correspond to different initial conditions and are more
realistic than the earlier results as they allow to incorporate
viscous effects [74]. MC-GLB uses a specific shear viscosity
of η/s= 0.08 with Glauber initial conditions. The MC-KLN
model has a much larger specific shear viscosity, η/s = 0.2,
and the initial shape is derived from the initial gluon density
distribution in the transverse plane (which is converted to an
entropy and finally energy density profile). Both models in-
corporate an equation of state based on lattice QCD, named

s95p-PCE [75, 76]. Initial parameters in the models were cal-
ibrated using measured multiplicity distributions (and extrap-
olations to lower energies) and to describe pT -spectra and v2
measurements for 200 GeV Au+Au collisions at RHIC. The
two cases were found to yield similar lifetimes, but in theMC-
KLN case the initial eccentricities are larger (more out-of-
plane extended). The MC-KLN model achieves a less round
shape simply because it starts with larger initial eccentricity
[74]. The excitation function for freeze-out eccentricities has
the potential to resolve ambiguities between models with dif-
ferent initial conditions and values of η/s. In particular, the
two sets of initial conditions and η/s used here yield identi-
cal v2, but very different εF . So the results in Fig. 27 provide
tighter constraints on these models.
The goal of [74] was to map systematic trends in observ-

ables with the two models, not to explain the data precisely.
In fact, the applicability of these models is known to be prob-
lematic at lower energies both because they assume boost-
invariance, which is broken at lower energy, and because the
hadronic phase is expected to becomemore important at lower
collision energy. A more realistic calculation requires (3+1)D
viscous hydrodynamics. Nevertheless, the new calculations
are able to match more closely the experimental results. Of
the hydrodynamicalmodels, MC-GLB is closest to the data al-
though it still overpredicts the freeze-out eccentricity and the
slope appears too steep. One relevant observation from [74] is
that in these models the decrease in the eccentricity with en-
ergy appears to be due mainly to an extended lifetime rather
than larger anisotropy of pressure gradients. As discussed at
the end of Sec. VIA, the lifetime extracted from Rlong values
also suggest an increase in the total lifetime. However, the
data cannot allow one to determine whether the decrease in
eccentricity is due solely to increased lifetime or whether the
pressure gradients may also play a significant role.
The prediction of the Boltzmann transport model, UrQMD

(v2.3) [77], matches most closely the freeze-out shape at all
energies [19]. UrQMD follows the trajectories and interac-
tions of all hadronic particles throughout the collision, so it
does not require assumptions about how freeze-out occurs.
The model is 3D and does not require boost-invariance, there-
fore it is equally applicable at all the studied energies. This
may be, at least partially, why the predictions from UrQMD
more closely match the energy dependence of the data com-
pared to the hydrodynamic predictions. While it does not ex-
plicitly contain a deconfined state, it does incorporate color
degrees of freedom through inclusion of the creation of color
strings and their subsequent decay back into hadrons.
For the azimuthally integrated results, UrQMD does rather

well at predicting the observed dependence of HBT radii on
⟨kT ⟩ and centrality [78, 79]. As discussed earlier, inclusion of
a mean field acting between pre-formed hadrons (color string
fragments) predicts Rout/Rside ratios similar to the observed
values and leads naturally to a minimum in the volume simi-
lar to that which is observed experimentally [71, 72]. Such a
repulsive potential between the string fragments would mimic
somewhat an increase in pressure gradients at early stages [72]
similar to the hydrodynamics cases with an equation of state
that includes a phase transition. The UrQMD predictions for
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FIG. 27: (Color online) The dependence of the kinetic freeze-out eccentricity of pions on collision energy in mid-central Au+Au collisions
(E895, STAR) and Pb+Au collisions (CERES) for three rapidity regions and with ⟨kT ⟩ ≈ 0.31 GeV/c. For clarity, the points for forward and
backward rapidity from STAR are offset slightly. Error bars include only statistical uncertainties. Several (2+1)D hydrodynamical models and
UrQMD calculations are shown. Model centralities correspond to the data. The trend is consistent with a monotonic decrease in eccentricity
with beam energy.

the eccentricities at kinetic freeze-out in Fig. 27 were made
with UrQMD in cascade mode and so do not incorporate this
potential between string fragments.
It should be noted that none of the models predict all

observables simultaneously. The UrQMD model, while it
matches the freeze-out shapes well, matches the momentum
space observables less well. And the hydrodynamic models,
while they are able to describe the momentum space pT spec-
tra and v2 results, do less well at predicting the eccentricity
and trends observed in HBT analyses. The availability of
these new experimental results provide an important oppor-
tunity to further constrain models.

VII. CONCLUSIONS

The two-pion HBT analyses that have been presented pro-
vide key measurements in the search for the onset of a first-
order phase transition in Au+Au collisions as the collision en-
ergy is lowered. The Beam Energy Scan program has allowed
HBT measurements to be carried out across a wide range of
energies with a single detector and identical analysis tech-
niques. In addition to standard azimuthally integrated mea-
surements, we have performed comprehensive, high preci-
sion, azimuthally sensitive femtoscopic measurements of like-
sign pions. In order to obtain the most reliable estimates of
the eccentricity of the collisions at kinetic freeze-out, a new

global fit method has been developed.
A wide variety of HBT measurements have been performed

and the comparison of results at different energies is greatly
improved. In the azimuthally integrated case, the beam energy
dependence of the radii generally agreewith results from other
experiments, but show a much smoother trend than the earlier
data which were extracted from a variety of experiments with
variations in analysis techniques. The current analyses addi-
tionally contribute data in previously unexplored regions of
collision energy. The transverse mass dependence is also con-
sistent with earlier observations and allows one to conclude
that all kT and centrality bins exhibit similar trends as a func-
tion of collision energy.
The energy dependence of the volume of the homogene-

ity regions is consistent with a constant mean free path at
freeze-out, as is the very flat energy dependence of Rout. This
scenario also explains the common dependence of Rside and
Rlong on the cube root of the multiplicity that is observed at
higher energy. For 7.7 and 11.5 GeV, Rside appears to deviate
slightly from the trend at the higher energies. Two physical
changes that may potentially be related to this are the effects
of strangeness enhancement (not included in the argument for
a constant mean free path at freeze-out ) and the rapid in-
crease in the strength of v2 that levels off around 7.7 to 11.5
GeV. Both of these physical changes occur in the vicinity of
the minimum. A systematic study with a single detector at
slightly lower energies would be needed to help disentangle

Applications: (2) flow, asHBT

• Eccentricity at freeze-out 
‣ measured by using azimuthal 

sensitive HBT 

• Information for time evolution in 
heavy ion collisions 

‣ by comparing initial & freeze-out 
eccentricity
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Possible improvements

• Proton distribution 
‣ consider point-like nucleons by default 

• Effect of neutrons 
‣ Inelastic cross section ? 
‣ Radius of nucleus (and perhaps skin depth as well) 

• Adjustment of radius of nuclei 
‣ relevant if one starts considering the nucleon distributions inside 

nuclei 
‣ deformation also affects 

• … 

‣ NOTE: Comments above might not be relevant for experiments at 
LHC. Some of experiments might have already considered these kind 
of effects

16
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Centrality determination

17
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Centrality determination

• Centrality 
‣ Fraction of events in terms of total geometrical cross section 

- 0% at most central, 100% at most peripheral 

‣ Impact parameter cannot be measured experimentally 

• Basic assumption is monotonic relationship between impact 
parameter and multiplicity 

‣ Multiplicity monotonically decrease with b 

• Centrality is determined by various ways (detectors) 
‣ the TPC at midrapidity (STAR) 
‣ the BBC (and/or the ZDC) at forward rapidity (PHENIX) 
‣ the V0 counter (ALICE) 

• They essentially measure charged particles 
‣ not the case for the ZDC, and for the FCAL in ATLAS
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Glauber Modeling in Nuclear Collisions 14

3 Relating the Glauber Model to Experimental Data

Unfortunately, neither Npart nor Ncoll can be directly measured in a RHIC exper-
iment. Mean values of such quantities can be extracted for classes of (Nevt) mea-
sured events via a mapping procedure. Typically a measured distribution (e.g.,
dNevt/dNch) is mapped to the corresponding distribution obtained from phe-
nomenological Glauber calculations. This is done by defining “centrality classes”
in both the measured and calculated distributions and then connecting the mean
values from the same centrality class in the two distributions. The specifics of this
mapping procedure differ both between experiments as well as between collision
systems within a given experiment. Herein we briefly summarize the principles
and various implementations of centrality definition.

3.1 Methodology

Figure 8: A cartoon example of the correlation of the final state observable
Nch with Glauber calculated quantities (b, Npart). The plotted distribution and
various values are illustrative and not actual measurements (T. Ullrich, private
communication).

The basic assumption underlying centrality classes is that the impact param-
eter b is monotonically related to particle multiplicity, both at mid and forward
rapidity. For large b events (“peripheral”) we expect low multiplicity at mid-
rapidity, and a large number of spectator nucleons at beam rapidity, whereas
for small b events (“central”) we expect large multiplicity at mid-rapidity and a
small number of spectator nucleons at beam rapidity (Figure 8). In the simplest

Centrality determination (cartoon)

19
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How to model multiplicity distribution ?

• Two component model has been widely used 

‣ particles from initial hard scattering carry some fraction (x) of 
produced particles, x is O(0.1) 

‣ parameter µ controls the overall scale (or mean) of multiplicity 

• PHENIX uses simple Npart scaling with power α 

• Multiplicity can be calculable once Npart (and Ncoll) values are 
obtained by MC Glauber model 

‣ Is this good enough to reproduce multiplicity in experiments ? 
‣ The answer is no. Let’s take a look at the result
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Need additional fluctuations

• Underestimate the tail even by using simple poisson 
fluctuation (compare black with red) 

‣ If one doesn’t consider any additional fluctuations (not shown here), 
then results will be even worse, i.e. lower than red curve

21
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Basic idea

• Independent emission source 
‣ assume particles will be produced independently from each source 

- “source” would be participant pair, number of binary collisions or their mixture 

‣ mean particle number is determined by multiplicity models in previous 
slide 

‣ use some PDF (gaussian, NBD etc) to add fluctuations for number of 
produced particles 

‣ Negative Binomial Distribution (NBD) is mostly used to take into 
account additional fluctuations 

• Tune parameters in PDF (and multiplicity model) to reproduce 
the experimental data 

‣ “Fit” the data by multiplicity model + PDF

22
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FIG. 3. (a) (dn/dr/) averaged over the bins of Br/presented as
(n(8r/))/Br/ as a function of 8'r/. (b) The differential pseudorapid-
ity distribution dnldrg of multiplicity in the interval 1.2» rg~2. 2
for slices of multiplicity n in this interval in the range 10—19,
20—29, 30—39, and 40—49. The dotted lines show the average
multiplicity for each slice.

ten intervals. For each 8'y, the distributions all have the
same number of events, 19 667. The solid lines on the figure
are to help guide the eye to the data points from the same
6y bin—however, they also represent NBD fits to the distri-
butions which will be discussed, extensively, in due course.
The average multiplicities in the subintervals (n(8'r/)) in-
crease rather linearly with the widths of the subintervals,
indicating that the pseudorapidity density of the average

multiplicity (dn/dr/) for these data is reasonably constant
(2.5% rms variation) over the large interval 1.2~ r/~2. 2. A
slight deviation from linearity can be seen by presenting the
data in the form (n(8'r/))/Br/ versus 8rt [Fig. 3(a)] where a
systematic increase of (n(8r/))/Br/ is visible toward the
smallest bins, near the center of the large interval
( r/= 1.7). There is concern that this peaking could be indica-
tive of a narrowing of the width of the pseudorapidity distri-
bution with increasing multiplicity [33].To investigate this
possibility, a plot was made [see Fig. 3(b)] of the differential
pseudorapidity distribution dnldy of multiplicity in the in-
terval 1.2~ y~2.2 for slices of multiplicity in this interval in
the range 10—19, 20—29, . . . , 40—49, which covers essen-
tially the whole range of multiplicities in this interval
(Br/= 1.0, Fig. 2). The dotted lines in Fig. 3(b) show the
average multiplicity for each slice. The central values of the
distributions are 10%—20% above the average values, and
likewise the wings of the distributions are below the aver-
ages. Hence, there is no evidence for any change in shape of
the dnld y distribution with multiplicity. Thus it is also to be
expected that differences in the moment and distribution
analyses resulting from averaging over the whole 5 y inter-
val or only over the central parts of the interval with increas-
ing Brg should be minimal.
In Fig. 4, the multiplicity distributions of Fig. 2 from

selected subintervals are presented in the form scaled by the
mean (n) in each case to emphasize the evolution of the
shape of the distributions with increasing pseudorapidity in-
terval Brg. These data are reminiscent of the original discov-
ery by UA5 [2,5] that multiplicity distributions in restricted
intervals of pseudorapidity exhibit large fluctuations about
the average which favor higher multiplicity and that these
fluctuations increase with decreasing pseudorapidity interval
8'y. However, by comparison, the present data are particu-
larly striking in that the shape of the multiplicity distribution
changes from nearly exponential to nearly Gaussian over a
small range of pseudorapidity, less than one unit.
It should be noted that the exact details of the centrality

cut are important for the shapes of the distributions in Fig. 4
and for the analysis by moments. The shapes of the distribu-
tions below the mean value are determined by the centrality
cut. For the present analyses, the ZCAL was used to define
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Negative Binomial Distribution

• Charged particle multiplicity distribution is empirically 
described well by Negative Binomial Distribution 

‣ in A+A, p+p, and e+ + e- 

• Poisson (k→∞), Binomial (k<0), Bose-Einstein (k=1) 
‣ k reflects the degree of correlation among particles

23

E-802; PRC52, 2663 (1995)

S. S. ADLER et al. PHYSICAL REVIEW C 76, 034903 (2007)

Sec. IV D, which are defined as

δ⟨µc⟩2 ≡
¯δµci

2

nind
,

(13)

δ⟨kc⟩2 ≡
¯δkci

2

nind
,

where ¯δµci and ¯δkci are, respectively, defined as
∑n

i=1 δµc/n
and

∑n
i=1 δkc/n with the number of valid window positions

n after the truncation and nind ≡ 0.75/δη is the number of
statistically independent window positions for a given δη
window size. This statistical error on δ⟨kc⟩ is referred to as
δ⟨kc⟩ (stat).

The dominant sources of systematic errors for the cor-
relation length measurement are the correction procedure
with dead maps and the two-track separation cuts, since
both introduce unphysical correlations. We have allowed 2%
fluctuation on the average multiplicity of measured number of
charged tracks. This fluctuation is also a result of dead channels
in the tracking detectors, as discussed in Sec. IV B. To estimate
this, we defined two more patterns of dead maps with the
definition of 3σ ± 0.5σ as indicated in Fig. 2(c). The deviation
of ⟨kc⟩ from the central dead-map definition is referred to as
δ⟨kc⟩ (dead), which corresponds to 3.4% typically.

The two-track separation cut serves mainly to reject fake
track effects; these are dominantly observed in the φ direction
rather than η, since the PC1 hit requirement fixes the z positions
along the beam axis. Therefore, the effect of the δφ cut was
estimated as ±0.002 rad around the central cut value of 0.012
rad with a fixed cut value on δη of 0.001. The deviation of ⟨kc⟩
from the central value reslting from the fake track rejection cut
is referred to as δ⟨kc⟩ (fake). This systematic error increases
at higher centrality bins and is estimated as 5.8% and 0.3% at
0–5% and 60–65% centrality bins, respectively.

The ⟨kc⟩ (stat) is related to agreement between multiplicity
distributions and NBDs. The ⟨kc⟩ (dead) and ⟨kc⟩ (fake)
depends on the position of the window and the average
multiplicity in a selected centrality bin, respectively. By
treating these contributions as independent systematic error
sources, the total systematic error δ⟨kc⟩ (total) on ⟨kc⟩ in each

δη in each centrality was obtained by the quadratic sum over
δ⟨kc⟩ (stat), δ⟨kc⟩ (dead), and δ⟨kc⟩ (fake).

V. RESULTS

In this section the results of the NBD fits are first tabulated.
Then the measured NBD k as a function of the pseudorapidity
window sizes in various centrality bins are shown. Lastly,
the Npart dependences of extracted αξ product in Eq. (9) are
presented.

A. NBD fit

NBD fit results in all window sizes in all centrality bins are
summarized in Tables III–XXVII in Appendix B, where ⟨µc⟩
and ⟨µ⟩ are weighted means of corrected and uncorrected
µ over all window positions respectively and ⟨kc⟩ and ⟨k⟩
are weighted means of corrected and uncorrected k over all
window positions, respectively. The ⟨µc⟩s are corrected only
for the effect of the detector dead areas, as described in
Sec. IV E. The mean multiplicities were confirmed to be
consistent with the result of the independent analysis by
a different method using only PC1 and PC3 [22], after
known additional correction factors were taken into account.
Statistical errors on weighted means δ⟨kc⟩ (stat) are obtained as
explained in Sec. IV F. ⟨χ2/NDF ⟩ is the average of reduced
χ2 of NBD fits over all window positions. ⟨NDF ⟩ is the
average of the degree of freedom of NBD fits over all window
positions, and the systematic errors δ⟨kc⟩ (dead), δ⟨kc⟩ (fake),
and δ⟨kc⟩ (total) are already explained in Sec. IV F.

The mean and r.m.s. values of the reduced χ2 values in the
NBD fit over all window positions and all δη sizes and all
centralities were obtained as 0.75 and 0.33, respectively. The
mean value corresponds to typically an 80% confidence level.
Therefore, it is good enough to assume NBD as a baseline
multiplicity distribution to obtain the integrated correlation
function via the k parameter.

As a demonstration to show how well the NBD fits work,
Fig. 3 shows the charged particle multiplicity distributions
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FIG. 3. (Color online) Uncorrected charged
particle multiplicity distributions in each pseudo-
rapidity window size, as indicated in the legend,
at 0–10% collision centrality. The distributions
are shown as a function of the number of tracks
n normalized to the mean multiplicity ⟨n⟩ in
each window. The error bars show the statistical
errors. The solid curves are NBD fit results.
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Construct multiplicity

• Demonstration with arbitrary parameters 

• Multiplicity distribution 
‣ peak at peripheral, (relatively) flat region, tail at the most central 

- mostly driven by linear impact parameter dependence 

- additional NBD fluctuation increase the ‘width’ (tail)
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What else ?

• Acceptance & tracking efficiency (particle-wise) 

• Trigger (in)efficiency (event-wise) 
‣ we miss peripheral events, where number of produced particles is 

small so that trigger counters cannot observe any particles 
‣ this effect would be visible in the reduction of peripheral peak on 

multiplicity distribution 

• Auto-correlation (or self-correlation) 
‣ correlation between centrality and physics observables if one 

determine the centrality at the same detector(s) which we carry out 
the analysis 

- see, e.g. PHOBOS white paper, Nucl. Phys. A757, 28 (2005) 

‣ significant effects on fluctuation observables 
- even at the most central (0-5%) collisions 

• …
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Fluctuations

26
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Why do we measure fluctuations ?

• Good tool to study QCD phase diagram 
‣ information about the properties of the system (e.g. d.o.f.) 
‣ key signature for phase transition; susceptibilities (fluctuation) diverge 

at 2nd order phase transition 
- prominent example is CMB by COBE, WMAP, … → constrain important parameters for 

our universe 

• Ultimate goal(s) in heavy ion collisions 
‣ search for QCD critical point (and 1st order phase transition) 
➡ Beam Energy Scan (BES), vary baryon chemical potential 

- extensive studies at SPS 

- recent RHIC BES phase-I 

- future RHIC BES phase-II, CBM at FAIR, J-PARC, … 

• In this talk, focus on experimental results for K/π fluctuation, 
and higher moments for conserved charges
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Strangeness enhancement, K/π fluctuation

• Proposed by J. Rafelski and R. Hagedorn (1981) 

• s/q → K/π etc as signatures of QGP 

• Study K/π ratio fluctuation to search for the phase transition 
- “The measurement of K/π fluctuations by NA49 collaboration were the first event-by-

event fluctuations measurement in heavy-ion experiment” (V. Koch, arXiv:0810.2520v1 
[nucl-th]) 

• Now, K/π fluctuation is also used to search for the QCD 
critical point 

‣ though it is not clear (to me) K/π fluctuation is really sensitive to CEP
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Observable

• νdyn = 0 for the lack of dynamical correlation 

• NA49 uses different definition σdyn 
‣ see e.g. PRC79, 044910 (2009) 

- σdyn is the same with νdyn if statistical fluctuation                                          is small 

• Advantage of νdyn 
‣ insensitive to efficiency corrections (factorial moment) 
‣ no mixed events
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Terence Tarnowsky DNP 2011
October 26-29. 2011
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• TPC+TOF (GeV/c):
• π : 0.2 < pT < 1.4

• K : 0.2 < pT < 1.4

• TPC+TOF includes 
statistical and systematic 
errors from electron 
contamination.

• Pion contamination of kaons 
< 3% using TPC and TOF.

• Difference between STAR 
and NA49 result below √sNN
= 11.5 GeV.
(NA49 data from C. Alt et al. [NA49 
Collab.], Phys. Rev. C 79, 044910 
(2009)

• Both models show little 
acceptance effects.

• UrQMD predicts little energy 
dependence.

• HSD predicts an energy 
dependence.

Excitation Function for νdyn,K/π
• NA49 σdyn,K/π converted to νdyn,K/π using σ2

dyn = νdyn.NA49 vs STAR

• NA49 shows rapid increase with decreasing beam energy 

• STAR shows constant down to 7.7 GeV 

• Discrepancy between NA49 and STAR 
‣ not resolved yet 
‣ acceptance ? particle identification ?
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Search for QCD critical point

• QCD critical point search 
is one of the main goals in 
heavy-ion experiments 

• Theoretical approach 
(lattice QCD) is valid in 
small µB at this point 

‣ probably valid up to µB/T ~ 1 
➡ experimental search 

• In order to explore the 
QCD phase diagram, we 
need to vary baryon 
density (baryon chemical 
potential) 

➡ Beam Energy Scan
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critical point ?

First order 
phase transition ?
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Observables ?

• What is the best observable to search for the QCD critical 
point ? → Fluctuation ! 

• Why ? 
‣ correlation length and susceptibilities diverge at critical point 
‣ but they are not direct observables in experiments 

• What are actual observables ? 
‣ Moments (cumulants) of conserved charges (e.g. net-baryons) 
‣ Before RHIC BES, we mostly focused on 2nd moment (width) 

• Why conserved charges ? 
‣ Direct connection to susceptibilities (calculable in lattice QCD)
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Observables ?

• Higher order moments (cumulants) are more sensitive to 
correlation length (see power) 

• Product of moments (ratio of cumulants) ↔ ratio of 
susceptibilities 

‣ by taking the ratio volume effect is canceled out (good for experiment 
since we cannot measure volume of the system) 

• What is the signal of critical point ? 
‣ Non-monotonic energy dependence of the product of moments (ratio 

of cumulants) for conserved charges
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Fluctuation of “conserved” charge ?

• Fluctuation should be 0 if we are able to measure all particles 

• Measure event-by-event fluctuation in the (limited) detector 
acceptance 

‣ in pseudorapidity range ±O(1)
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Non-gaussian fluctuation

• 3rd moment = skewness 
‣ asymmetry 

• 4th moment = kurtosis 
‣ peakedness 

• Both moments = 0 for gaussian distribution 

• Critical point search → non-gaussian fluctuations
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Poisson & Skellam distributions

• Skellam distribution 
‣ Difference of two statistically independent random variables each 

having Poisson distribution with different expected values µ1 and µ2 

• Net-proton (proton minus anti-proton) distribution would 
follow Skellam distribution 

‣ if proton & anti-proton distributions are Poisson distribution 

• Direct derivation of moments is tough for Skellam distribution 
‣ You would see that the use of generating function is very powerful for 

this particular example
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Poisson distribution : p(k) =
�k

k!
e��, (k = 0, 1, 2, · · · )

Skellam distribution : p(k) = e�(µ1+µ2)

✓
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p
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, �2
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Baseline - Skellam distribution

• What would be the baseline we compare with ? 
‣ Skellam distribution - difference of two statistically independent 

random variables, each having Poisson distribution with different 
expected values µ1 and µ2 

• If particle and anti-particle distributions are Poisson, then the 
difference of them (net-charge, net-protons etc) follow 
Skellam distribution 

‣ product of even (or odd) order cumulants will be 1
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Net-proton fluctuations

• Latest published results 

• Compare with the baseline 1 
(middle & bottom panels) 

• Interesting structure around 
19.6 GeV 

• A lot of experimental 
developments to reach here 

‣ auto-correlation effect 
‣ statistical error calculation 
‣ efficiency corrections 

• Caveat 
‣ Net-protons ≠ net-baryons
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for 19.6 and 27 GeV, with values of 3.2 and 3.4 for κσ2 and
4.5 and 5.6 for Sσ, respectively. The significance of
deviations for 5%–10% Auþ Au data are smaller for
κσ2 with values of 2.0 and 0.6 and are 5.0 and 5.4 for
Sσ, for 19.6 and 27 GeV, respectively. Higher statistics data
for

ffiffiffiffiffiffiffiffi
sNN

p
< 19.6 GeV will help in quantitatively under-

standing the energy dependence of κσ2 and Sσ. A reason-
able description of the measurements is obtained from
the independent production approach. The data also show
deviations from the hadron resonance gas model [30,31],
which predict κσ2 and Sσ=Skellam to be unity. The effect
of decay is less than 2% as per the hadron resonance gas
model (HRG) calculations in Ref. [31]. To understand the
effects of baryon number conservation [32] and experi-
mental acceptance, UrQMDmodel calculations (a transport
model which does not include a CP) [22] for 0%–5% Auþ
Au collisions are shown in the middle and bottom panels of
Fig. 4. The UrQMDmodel shows a monotonic decreasewith
decreasing beam energy [23]. The centrality dependence of

the κσ2 and Sσ from UrQMD [23] (not shown in the figures)
closely follows the data at the lower beam energies of 7.7
and 11.5 GeV. Their values are, in general, larger compared
to data for the higher beam energies.
The current data provide the most relevant measurements

over the widest range in μB (20–450 MeV) to date for the
CP search, and for comparison with the baryon number
susceptibilities computed from QCD to understand the
various features of the QCD phase structure [6,16,17]. The
deviations of Sσ and κσ2 below the Skellam expectation
are qualitatively consistent with a QCD-based model which
includes a CP [33]. However, the UrQMD model which
does not include a CP also shows deviations from the
Skellam expectation. Hence, conclusions on the existence
of CP can be made only after comparison to QCD
calculations with CP behavior which include the dynamics
associated with heavy-ion collisions, such as finite corre-
lation length and freeze-out effects.
In summary, measurements of the higher moments and

their products (Sσ and κσ2) of the net-proton distributions
at midrapidity (jyj < 0.5) within 0.4 < pT < 0.8 GeV=c in
Auþ Au collisions over a wide range of

ffiffiffiffiffiffiffiffi
sNN

p
and μB have

been presented to search for a possible CP and signals of a
phase transition in the collisions. These observables show a
centrality and energy dependence, which are not repro-
duced by either non-CP transport model calculations or by
a hadron resonance gas model. For

ffiffiffiffiffiffiffiffi
sNN

p
> 39 GeV, Sσ

and κσ2 values are similar for central, peripheral Auþ Au
collisions, and pþ p collisions. Deviations for both κσ2

and Sσ from HRG and Skellam expectations are observed
for

ffiffiffiffiffiffiffiffi
sNN

p ≤ 27 GeV. The measurements are reasonably
described by assuming independent production of Np and
Np̄, indicating that there are no apparent correlations
between the protons and antiprotons for the observable
presented. However, at the lower beam energies, the
net-proton distributions are dominated by the shape of
the proton distributions only. The data presented here also
provide information to extract freeze-out conditions in
heavy-ion collisions using QCD-based approaches [34,35].
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FIG. 4 (color online). Collision energy and centrality depende-
nce of the net proton Sσ and κσ2 from Auþ Au and pþ p
collisions at RHIC. Crosses, open squares, and filled circles
are for the efficiency corrected results of pþ p, 70%–80%, and
0%–5% Auþ Au collisions, respectively. Skellam distributions
for corresponding collision centralities are shown in the top
panel. Shaded hatched bands are the results from UrQMD [22].
In the middle and lower panels, the shaded solid bands are the
expectations assuming independent proton and antiproton pro-
duction. The width of the bands represents statistical uncertain-
ties. The HRG values for κσ2 and Sσ=Skellam are unity [30,31].
The error bars are statistical and caps are systematic errors. For
clarity, pþ p and 70%–80% Auþ Au results are slightly
displaced horizontally.
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History of net-proton fluctuations

38

Auþ Au collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and 200 GeVare
constants as a function of hNparti.

In Fig. 3(a), lattice QCD results on S! for net baryons in
central collisions are found to agree with the measure-
ments. Near the CP, the system will deviate from equilib-
rium [12], and results from lattice QCD, which assumes
equilibrium, should not be consistent with the data. These
lattice calculations, which predict a CP around "B #
300 MeV, are carried out using two-flavor QCD with the
number of lattice sites in imaginary time to be 6 and mass
of pion around 230 MeV [6]. The ratios of the nonlinear
susceptibilities at finite "B are obtained using Padé ap-
proximant resummations of the quark number susceptibil-
ity series. The freeze-out parameters as a function of

ffiffiffiffiffiffiffiffi
sNN

p
are taken from [22] and Tc ¼ 175 MeV.

To understand the various non-CP physics background
contribution to these observables, in Fig. 3 we also present
the results for the net-proton distribution as a function of
hNparti from URQMD (ver.2.3) [23], HIJING [20], AMPT

(ver.1.11) [24], and THERMINATOR (ver.1.0) [25] models.
The measurements are consistent with results from various

non-CP models studied. In Fig. 3(c), several model calcu-
lations from Auþ Au collisions at 200 GeV are presented
to explain the effect of the following on our observable:
with (W) and without (W/O) resonance decays, inclusion
of all baryons (both studied using URQMD), jet production
(HIJING), coalescence mechanism of particle production
(AMPT String Melting, ver.2.11), thermal particle produc-
tion (THERMINATOR), and rescattering (URQMD and AMPT).
All model calculations are done using default versions and
with the same kinematic coverage as for data. The #!2

[Fig. 3(b)] and S! [Fig. 3(a)] are found to be constant for
all the cases as a function of hNparti. This constant value can
act as a baseline for the CP search. QCD model calcula-
tions with CP predict a nonmonotonic dependence of these
observables with hNparti and

ffiffiffiffiffiffiffiffi
sNN

p
[13].

Figure 4 shows the energy dependence of #!2 for !Np,

compared to several model calculations that do not include
a CP. The experimental values plotted are average values
for the centrality range studied; they are found to be con-
sistent with unity. Also shown at the top of Fig. 4 are the
"B values corresponding to the various

ffiffiffiffiffiffiffiffi
sNN

p
[18,22]. We

observe no nonmonotonic dependence with
ffiffiffiffiffiffiffiffi
sNN

p
. The

results from non-CP models are constants as a function
of

ffiffiffiffiffiffiffiffi
sNN

p
and have values between 1 and 2. The result from

the thermal model is exactly unity. Within the ambit of the
models studied, the observable changes little with change
in non-CP physics (such as due to a change in "B, collec-
tive expansion, and particle production) at the various
energies studied. From comparisons to models and the
lack of nonmonotonic dependence of #!2 on

ffiffiffiffiffiffiffiffi
sNN

p
studied, we conclude that there is no indication from our
measurements for a CP in the region of the phase plane
with"B < 200 MeV. It is difficult to rule out the existence
of CP for the entire "B region below 200 MeV. The extent
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FIG. 3 (color online). Centrality dependence of (a) S! and
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ffiffiffiffiffiffiffiffi
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p ¼ 19:6, 62.4,
and 200 GeV compared to various model calculations. The
shaded band for S! and #!2 reflects contributions from the
detector effects. (c) shows the model expectations for #!2 from
various physical effects in Auþ Au collisions at 200 GeV. The
lattice QCD results are for net baryons corresponding to central
collisions [6]. See text for more details.
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Moment Products: Energy Dependence !

! Deviations below Poisson !
expectations are observed beyond 
statistical and systematic errors  in 
0-5% most central collisions for κσ2 
and Sσ above 7.7 GeV.  
!
!   For peripheral collisions, the !
deviations above Poission expectations 
are observed below 19.6 GeV.!
 !
! UrQMD model show monotonic !
behavior for the moment products, in!
 which non-CP physics, such as!
 baryon conservation, hadronic 
scattering effects, are implemented.!

for 19.6 and 27 GeV, with values of 3.2 and 3.4 for κσ2 and
4.5 and 5.6 for Sσ, respectively. The significance of
deviations for 5%–10% Auþ Au data are smaller for
κσ2 with values of 2.0 and 0.6 and are 5.0 and 5.4 for
Sσ, for 19.6 and 27 GeV, respectively. Higher statistics data
for

ffiffiffiffiffiffiffiffi
sNN

p
< 19.6 GeV will help in quantitatively under-

standing the energy dependence of κσ2 and Sσ. A reason-
able description of the measurements is obtained from
the independent production approach. The data also show
deviations from the hadron resonance gas model [30,31],
which predict κσ2 and Sσ=Skellam to be unity. The effect
of decay is less than 2% as per the hadron resonance gas
model (HRG) calculations in Ref. [31]. To understand the
effects of baryon number conservation [32] and experi-
mental acceptance, UrQMDmodel calculations (a transport
model which does not include a CP) [22] for 0%–5% Auþ
Au collisions are shown in the middle and bottom panels of
Fig. 4. The UrQMDmodel shows a monotonic decreasewith
decreasing beam energy [23]. The centrality dependence of

the κσ2 and Sσ from UrQMD [23] (not shown in the figures)
closely follows the data at the lower beam energies of 7.7
and 11.5 GeV. Their values are, in general, larger compared
to data for the higher beam energies.
The current data provide the most relevant measurements

over the widest range in μB (20–450 MeV) to date for the
CP search, and for comparison with the baryon number
susceptibilities computed from QCD to understand the
various features of the QCD phase structure [6,16,17]. The
deviations of Sσ and κσ2 below the Skellam expectation
are qualitatively consistent with a QCD-based model which
includes a CP [33]. However, the UrQMD model which
does not include a CP also shows deviations from the
Skellam expectation. Hence, conclusions on the existence
of CP can be made only after comparison to QCD
calculations with CP behavior which include the dynamics
associated with heavy-ion collisions, such as finite corre-
lation length and freeze-out effects.
In summary, measurements of the higher moments and

their products (Sσ and κσ2) of the net-proton distributions
at midrapidity (jyj < 0.5) within 0.4 < pT < 0.8 GeV=c in
Auþ Au collisions over a wide range of

ffiffiffiffiffiffiffiffi
sNN

p
and μB have

been presented to search for a possible CP and signals of a
phase transition in the collisions. These observables show a
centrality and energy dependence, which are not repro-
duced by either non-CP transport model calculations or by
a hadron resonance gas model. For

ffiffiffiffiffiffiffiffi
sNN

p
> 39 GeV, Sσ

and κσ2 values are similar for central, peripheral Auþ Au
collisions, and pþ p collisions. Deviations for both κσ2

and Sσ from HRG and Skellam expectations are observed
for

ffiffiffiffiffiffiffiffi
sNN

p ≤ 27 GeV. The measurements are reasonably
described by assuming independent production of Np and
Np̄, indicating that there are no apparent correlations
between the protons and antiprotons for the observable
presented. However, at the lower beam energies, the
net-proton distributions are dominated by the shape of
the proton distributions only. The data presented here also
provide information to extract freeze-out conditions in
heavy-ion collisions using QCD-based approaches [34,35].
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FIG. 4 (color online). Collision energy and centrality depende-
nce of the net proton Sσ and κσ2 from Auþ Au and pþ p
collisions at RHIC. Crosses, open squares, and filled circles
are for the efficiency corrected results of pþ p, 70%–80%, and
0%–5% Auþ Au collisions, respectively. Skellam distributions
for corresponding collision centralities are shown in the top
panel. Shaded hatched bands are the results from UrQMD [22].
In the middle and lower panels, the shaded solid bands are the
expectations assuming independent proton and antiproton pro-
duction. The width of the bands represents statistical uncertain-
ties. The HRG values for κσ2 and Sσ=Skellam are unity [30,31].
The error bars are statistical and caps are systematic errors. For
clarity, pþ p and 70%–80% Auþ Au results are slightly
displaced horizontally.
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History of net-proton fluctuations

• Independent centrality determination, correct statistical error 
calculation (+ efficiency correction for final results)
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Xiaofeng Luo  14 / 23 Critical Point and Onset of Deconfinement Conference 2014, Bielefeld, Germany 

Energy Dependence of Cumulants Ratios�

1)  Error bars are statistical only. Systematic errors estimation 
underway. Dominant contributors: a) efficiency corrections  
 b) PID;   

2)  Non-monotonic behavior is observed at the most central     
 ���collisions (0-5%). 

STAR Preliminary�

STAR Preliminary�

History of net-proton fluctuations

• Independent centrality determination, correct statistical error 
calculation, efficiency correction 

• What has been changed from “published” results ? 
‣ pT cut: 0.4 < pT < 0.8 GeV/c (TPC) → 0.4 < pT < 2 GeV/c (TPC+TOF)
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So what ?

• We need differential study in phase space (pT, η) 
‣ We don’t know what would be the optimal window of pT, η 
‣ Naively, focus on low pT (bulk) would be better, while we miss ~50% 

of protons with pT < 1 GeV/c cut off 

• Efficiency correction is important 
‣ for both cumulants and their statistical error 

- Lower efficiency with the TOF → correction factor is larger 

• We need to measure conserved charge 
‣ net-charge is better ? 
‣ neutrons → Hadron calorimeter (J-PARC ?) 

- we essentially measure protons only at low beam energies
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Results: Mean Net-p, p and pbar��

!  Mean Net-proton, proton and anti-proton number increase with �Npart� 

!  Net-proton number is dominated by protons at low energies and 
increases when energy decreases�� 

  (Interplay between baryon stopping and pair production)�

STAR Preliminary�
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Summary

• MC Glauber model is convenient tool (for experimentalists) to 
study initial conditions, determine centrality, and relate it with 
initial geometry (Npart etc) 

‣ Possible improvements can be done to make the centrality 
determination to be more precise 

• Fluctuation observables are important to search for the QCD 
critical point 

• Future experiments should provide precise measurements 
below 20 GeV 

‣ Future BES phase-II, starting from 2018 or 2019, CBM at FAIR, J-
PARC 

- neutron detection would provide more precise measurements on net-baryon 
fluctuations at low energies
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