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STAR physics focus in 
heavy ion collisions

(a) QCD phase diagram - Critical 
point and phase boundary
‣ RHIC Beam Energy Scan (BES) 

program

(b) Chiral symmetry restoration
‣ di-lepton program

(c) QGP properties
‣ Heavy flavors, di-lepton
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Beam Energy Scan (BES)

• Study the structure of 
QCD phase diagram

➡ Beam Energy Scan

• Proposed signatures
1.Turn-off QGP signals
2.Search for phase 

boundary (1st order 
phase transition)

3.Search for QCD 
critical point

3

History & timeline
2007: STAR BES focus group formed
2008: Test run at √sNN = 9.2 GeV (PRC81, 024901, 2010)
2009: Proposal for BES Phase-I (arXiv:1007.2613)
2010: Data taking began (7.7, 11.5 and 39 GeV)
2011: Two further energies (19.6 and 27 GeV)
2012: Test run at 5 GeV
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Relativistic Heavy Ion Collider

• ~4 km ring

• Maximum √s = 200 GeV (500 
GeV) in Au+Au (p+p)

• 6 interaction points
‣ 2 ongoing heavy ion experiments; 

PHENIX, STAR
4H. Masui / LBNL
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Solenoidal Tracker At RHIC

• Large & uniform acceptance 
(full azimuth, |η|<1)

• Excellent particle identification
5H. Masui / LBNL
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Acceptance & particle identification

• Uniform acceptance

• dE/dx in TPC + m2 in TOF
‣ π/K separation p < 1.6 GeV/c
‣ K/p separation p < 3 GeV/c
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Turn-off QGP signals

• NCQ scaling of v2

• High pT suppression - Rcp

• Mixed harmonic correlation - signal for local parity 
violation

7
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Partonic collectivity

• Clear meson & baryon branches

• Number of constituent quark (NCQ) scaling of v2

‣ within ~ ±10%

➡Anisotropic flow develops at early partonic stage
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Meson branch

Baryon branch

* systematic error not plotted
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J. Phys. G: Nucl. Part. Phys. 37 (2010) 094029 K J Wu et al
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Figure 2. AMPT model results of number of constituent quarks scaled v2/nq versus scaled
transverse mass (mT − m0)/nq , for π , p, K, φ and #, from

√
sNN = 9.2 GeV Au+Au minimum

bias collisions. Plots (a) and (c) show the results from default and plots (b) and (d) are from the
string-melting case. Two different partonic cross sections were used in the tests.
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Figure 3. The same as in figure 2 but from the hadronic transport models RQMD v2.4 (a) and
UrQMD v2.3 (b).

φ itself does not interact in the hadronic medium. In short, the directly produced φ-meson v2

does not scale with other hadrons in this hadronic model calculation.

3. Summary

In summary, we propose to utilize the properties of the NCQ scaling of v2 in the search for
phase boundary in the future Beam Energy Scan program at RHIC. When scanning from
high to low beam energy, the breaking of the scaling for identified hadrons, especially for the

4

Turn-off NCQ scaling ?

• AMPT model 
calculations show 
break down of NCQ 
scaling without 
QGP

➡An important tool to 
search for possible 
phase boundary

9

No QGP with QGP

K. J. Wu, F. Liu and N. Xu,
J. Phys. G: Nucl. Part. Phys. 37 (2010) 094209
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Energy dependence v2(pT) - π

• Almost no difference at √sNN = 7.7-62.4 GeV
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• Difference between baryons and anti-baryons increase 
as decreasing beam energy

11

STAR preliminary



H. Masui / LBNL /32

2v

0

0.1

0.2
Au+Au,  0-80%
-sub EPd

b)
7.7 GeV

R
R

R-R
2v

6

0

0.05

2v

0

0.1

0.2
27 GeV

0 1 2 3 4

2v
6 -0.02
0

0.02

11.5 GeV

39 GeV

 (GeV/c)
T

p
0 1 2 3 4

19.6 GeV

62.4 GeV

0 1 2 3 4

Energy dependence v2(pT) - p, Λ

• Difference between baryons and anti-baryons increase 
as decreasing beam energy

11

STAR preliminary



H. Masui / LBNL /32

  (GeV)NNs
0 20 40 60

)X( 2
(X

)-v
2v

0

0.02

0.04

0.06 Au+Au,  0-80%
-sub EPd

+
U--U

pp-
R-R --K+K

-/-+/
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• Significant difference of 
v2 between baryons 
and anti-baryons

• Small difference for 
mesons

➡NCQ scaling breaks 
down between 
particles and anti-
particles
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Test NCQ scaling

• Splitting decreases with decreasing energy, and 
disappears at 11.5 GeV for anti-particles
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Test NCQ scaling

• Scaling seems to hold in this representation

• φ meson does not follow the trend at highest pT
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QM 2012                  Evan Sangaline for the STAR Collaboration (UCD) 15

Hijing Simulation

Hijing qualitatively describes trend 
between energies without jet 

quenching enabled.

STAR Preliminary

Rcp for charged hadrons

• Rcp is statistically below unity for 39, 62.4, 200 GeV

• Smooth monotonic increase with decreasing energy

• High pT suppression turns off at lower collisions 
energies

15
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QM 2012                  Evan Sangaline for the STAR Collaboration (UCD) 11

Positive Charge R
CP

STAR Preliminary

0-5% / 60-80%

• No � �ୗ଴ suppression in Au+Au 7.7 and 
11.5 GeV

• Cronin effect takes over partonic
rescatterings @ lower energies

• Intermediate pT, particle RCP difference 
becomes smaller @ 7.7 and 11.5 GeV

38.8 GeV

27.4 GeV

R(
w
/B
e)

pT (GeV/c)

Phys. Rev. Lett. 68, 452 (1992)

14

Nuclear modification factors RCP

I meson RCP: 0-10%/40%-60% 

STAR Preliminary

Rcp for identified hadrons

• No K0S suppression 
at 7.7 and 11.5 GeV

• Particle type 
dependence 
becomes smaller at 
7.7 and 11.5 GeV

16

pT (GeV/c)

φ meson Rcp

0-10%/40-60%

0-5%/60-80%
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Mixed harmonic correlation

• Charge separation (γos-γss) decreases with decreasing 
energy, disappears in sNN 11.5 GeV
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ALICE, arXiv:1207.0900
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Search for 1st order 
phase transition

• Directed flow v1

• azimuthal HBT

18
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Directed flow v1 - early predictions

• Linear rapidity dependence without QGP at low energy
‣ “Bounce-off” of spectators

• v1 slope becomes flat with 1st order phase transition
‣ Early predictions show minimum around √sNN ~5 GeV

19

( )L.P. Csernai, D. RohrichrPhysics Letters B 458 1999 454–459¨ 455

known P vs. y diagram and seen at all energies inx
heavy ion collisions from energies of 30 A.MeV to

w x Ž .165 A.GeV 10,13,11,12 , and the ii squeeze-out
effect which is an enhanced emission of particles
transverse to the reaction plane at center of mass
Ž .CM rapidities.
At lower energies the directed transverse flow

resulted in a smooth, linear P vs. y dependence atx
CM rapidities. This straight line behavior connecting
the maximum at y and the minimum at y waspro j t ar g
so typical that it was used to compare flow data at
different beam energies and masses.
If QGP is formed, strong and rapid equilibration

and stopping takes place, and close to one-fluid
behavior is established. Stopping is stronger than
expected, and Landau’s fluid dynamical model be-
comes applicable for central collisions of massive
heavy ions. The soft and compressible QGP forms a
rather flat disk orthogonal to the beam axis which is
at rest in the CM system. Then this disk starts to
expand rapidly in the direction of the largest pressure
gradient, i.e., forward and backward. Thus, the not
fully Gaussian shape of the measured rapidity spec-
tra can be interpreted as a fluid dynamical bounce

Ž .back effect Landau model in contrast to the trans-
parency otherwise assumed in kinetic models. Unfor-
tunately we can not distinguish the two effects from
one another in central collisions. Both lead to a
spectrum elongated in the beam direction.
At small but finite impact parameters, however,

this disk is tilted and the direction of fastest expan-
sion will deviate from the beam axis, will stay in the
reaction plane, but point in directions opposite to the
standard directed transverse flow. Since pressure does
not play a role in transparency, transparency cannot
explain such deviation from the beam direction! This
third flow component develops purely from the large
pressure gradient at full stopping of the strongly
Lorentz contracted intermediate state. So, at the same
time as the primary directed flow is weakened by the
stronger Lorentz contraction at higher energies, this
third flow component is strengthened by increased
Lorentz contraction. These two flow components

w xtogether form the ‘elliptic flow’ 11,16,17 .
w xOn the P vs. y diagram 14 this componentx

shows up as a smaller, negative flow component at
small CM rapidities. Such a third flow component is

w x Ž .seen clearly in Fig. 3 of 3 see Fig. 1, lower part ,

Fig. 1. Upper part: Definition of the measure softening, S, de-
Ž . Ž .scribing the deviation of P y or Õ y from the straight linex 1

< Ž . < < <behavior, ay, around CM. S is defined as ayyP y r ay . Thex
lower figure shows a typical example for fluid dynamical calcula-

w xtions with Hadronic and QGP EoS 3 . QGP leads to strong
softening, ;100%.

w x w x w xFig. 8 of 4 , Fig. 6b of 5 and Fig. 6 of 7 at or
slightly below 0.5 yry if QGP formation wascm
allowed during the calculation. In sharp contrast, the
solutions with hadronic EoS did not show this effect,
and the maximum and minimum of the P curvex
could be connected with a rather straight line. This
straight line behavior is typical for all flow results

Ž .below 11 A.GeV beam energy Fig. 2 . In some of
the FD calculations with QGP the secondary peak at
small CM rapidities is not seen, but the tendency is
obvious, and the deviation from the hadronic smooth
line behavior is apparent. This can be seen clearly in

w x w xFig. 3 of 2 , and Figs. 6a and 6c of 5 . This
indicates that the strength of this effect is also impact
parameter and beam energy dependent, and the third
flow component shows a relative maximum at the
same energy when the primary directed flow is at its

w xminimum 5 . Note that all these FD calculations
were done way before the experiments. The first

w xquantitative flow predictions 2 preceded the experi-
Ž .ments by as much as 6 years ! and gave rather

good agreements with the data.
To have a quantitative measure of the softening at

Ž .small CM rapidities y s0 for a symmetricCM

L. P. Csernai, D. Rohrich, PLB458, 454 (1999)130 H. Stöcker / Nuclear Physics A 750 (2005) 121–147

Fig. 7. Measured SIS and AGS proton (dpx/dy)-slope data compared to a three-fluid hydro calculation. A linear
extrapolation of the AGS data indicates a collapse of flow at ELab ≈ 30 AGeV, i.e., for the lowest SPS- and the
upper FAIR-energies at GSI [59].

Fig. 8. Directed flow v1 of protons versus rapidity at 40 AGeV Pb+ Pb collisions [60] as measured by NA49 for
three centrality bins: central (dots), mid-central (squares) and peripheral (triangles). The solid lines are polynomial
fits to the data [60]. The proton antiflow is observed in the NA49 experiment even at near central collisions, which
is in contrast to the UrQMD-model involving no phase transition (Fig. 9).

Recently, substantial support for this prediction has been obtained by the low energy
40 AGeV SPS data of the NA49 Collaboration [60] (cf. Fig. 8). These data clearly show
the first proton “antiflow” around mid-rapidity, in contrast to the AGS data as well as
to the UrQMD calculations involving no phase transition (Fig. 9). Thus, at bombarding

H. Stocker, NPA750, 121 (2005)

Ideal hydrodynamical model
with 1st order phase transition

4.5 1.9 13.8
√sNN (GeV)
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3

flow but deviate at a qualitative level from the observed123

proton flow.124
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FIG. 3: Directed flow slope (dv1/dy
0) near mid-rapidity as

a function of beam energy for mid-central Au+Au collisions,
where the primed quantity y0 refers to normalized rapidity
y/ybeam. The upper panel reports slopes for protons, an-
tiprotons and pions, including measurements by prior ex-
periments. The lower panel shows STAR’s measurement of
this same slope for net protons, which is a representation
of the signal for initial-state baryon number transported to
mid-rapidity, along with corresponding predictions from the
UrQMD and AMPT models. The systematic uncertainty on
the net-proton measurements are shown as a shaded band
centered on dv1/dy

0 = 0.

The directed flow excitation function for protons, an-125

tiprotons and pions near mid-rapidity is presented in126

Fig. 3. The plotted quantity is dv1/dy
0, where the127

primed quantity y

0 refers to normalized rapidity y/ybeam.128

The slope is the linear term F in a cubic fit, where129

v1 = Fy

0 + F3y
03. At E895 energies, a related quantity130

dhpxi/dy0 was reported for protons only. For mid-central131

collisions, the proton slope decreases with energy and132

changes sign from positive to negative between 7.7 and133

11.5 GeV, and remains small but negative up to 200 GeV,134

while pion and antiproton slope remains always negative.135

The energy dependence of proton dv1/dy
0 involves an136

interplay between the directed flow of baryon number137

transported from the initial state to the vicinity of mid-138

rapidity, and the directed flow of protons from pp̄ pairs139

produced near mid-rapidity. Obviously, the second mech-140

anism increases strongly with beam energy, and it is help-141

ful in interpretation to distinguish between the two as142

far as possible. We define Ftransp, the v1 slope for trans-143

ported baryon number (labelled p� p̄ in the lower panel144

of Fig. 3 and sometimes referred to as the slope for net145

protons) based on an equation in which the measured146

slope for protons is written F = rF

p̄

+ (1 � r)Ftransp,147

where r is the observed ratio of antiprotons to protons148

among the analyzed tracks at each beam energy. While149

this equation defines Ftransp, a simplified interpretation150

of this observable is suggested by the observation in the151

present analysis that v1(y) is almost the same for ⇡

+
152

and ⇡

� and for K

+ and K

� — in fact, they are indis-153

tinguishable within errors at the higher energies, and are154

only slightly di↵erent at 11.5 and 7.7 GeV [37]. Specif-155

ically, the suggested interpretation is that F

p̄

serves as156

a proxy or baseline for the directed flow from produced157

protons, and this interpretation guides our inference that158

the net-proton quantity Ftransp isolates as far as possible159

the contribution of the initial-state baryonic matter. The160

recent study of Xu et al. addresses issues of hadronic po-161

tentials that might arise in interpretation of Ftransp [38].162

The lower panel of Fig. 3 reveals that the inferred v1163

slope for transported baryon number (net protons) be-164

comes negative with good statistical significance at 11.5165

and 19.6 GeV, while it is zero at 27 GeV and positive166

at 7.7 GeV and above 27 GeV, including at 200 GeV.167

In contrast, the UrQMD model shows a positive slope168

at all energies for this observable. Thus there is no hint169

of this remarkable non-monotonic behavior in a hadronic170

model that has a good record of reproducing observed171

trends at least at a qualitative level [31]. Figure 3 (lower172

panel) also reveals that the AMPT model likewise devi-173

ates strongly from the measured data. The beam en-174

ergy region where we observe the double sign change175

roughly coincides with maximum stopping, and lies just176

above the region where the spectator matter separates177

from the participants quickly enough so that it no longer178

influences flow in the midrapidity zone [39]. Nuclear179

transport models ought to clarify whether or not purely180

hadronic physics could account for the observed double181

sign change. Unfortunately, the large qualitative di↵er-182

ence between the two transport models is an indication183

that more work on the theoretical understanding of this184

observable is needed, and a definitive physics conclusion185

informed by current transport model comparisons may186

be premature. To better understand the possible role187

and relevance of stopping, measurements of net-proton188

v1 slope as a function of centrality would be helpful, but189

current statistics are marginal for this purpose. Over-190

all, we conclude that the prominent dip and its associ-191

ated double sign change resembles predicted signatures192

of a softening of the Equation of State [12–14, 16–18],193

and indeed is more prominent than some such predic-194

tions, but the above possible explanations unrelated to195

the Equation of State will remain as viable alternatives196

until further experimental and theoretical investigations197

are carried out.198

2

at least 15 space points in the main TPC acceptance82

(|⌘| < 1.0) and we require the ratio of the number of83

actual space points to the maximum possible number of84

space points to be greater than 0.52. Protons and an-85

tiprotons up to 2.8 GeV/c and ⇡

± up to 1.6 GeV/c in86

transverse momentum are identified based on specific en-87

ergy loss in the TPC and from the time measurement by88

STAR’s time-of-flight barrel [25] in combination with the89

momentum.90
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FIG. 1: Directed flow v1 for protons and for charged pions
as a function of rapidity for central (0-10%), mid-central (10-
40%) and peripheral (40-80%) Au+Au collisions at

p
sNN=

7.7, 11.5, 19.6, 27 and 39 GeV. The curves are fits to the data
based on the assumption v1 = ay + by3.

In Fig. 1, v1(y) for protons (p) and for negative pions91

(⇡�) are presented for central (0-10%), mid-central(10-92

40%) and peripheral (40-80%) collision at the five stud-93

ied energies. The slopes of v1(y) in the vicinity of mid-94

rapidity for pions and protons are mostly negative for95

all energies and centralities, with an almost-flat proton96

flow in central collision apart from at 7.7 GeV. Fig-97

ure 2 presents the first observation of anti-flow of protons98

in mid-central collisions, and this negative slope is evi-99

dent well above statistical and systematic uncertainties100

at 19.6, 27 and 39 GeV (see below for more details about101

systematics). At 11.5 GeV, protons have a small nega-102

tive slope. In contrast, NA49 has reported anti-flow in103

very peripheral collisions [32]. The present observation104

of anti-flow in mid-central collisions, where flow e↵ects105

in general are at a maximum, suggests that anti-flow is106

associated with matter at high density and high excita-107

tion. Protons and pions at and above 11.5 GeV flow in108

same direction near mid-rapidity, which is argued to be109

consistent with emission from a tilted source [18]. These110

results certainly cannot be explained by the baryon stop-111

ping picture [15], since we observe large pion flow that112

is not opposite to proton flow except at 7.7 GeV. In pe-113

ripheral collisions, a negative slope for directed flow of114

protons and pions at all energies may have a di↵erent115

origin that is unrelated to a phase transition [27].116
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FIG. 2: Proton and negative pion v1 as a function of rapid-
ity for mid-central (10-40%) Au+Au collisions at 7.7, 11.5,
19.6, 27 and 39 GeV, compared to calculations from trans-
port models.

In Fig. 2, v1(y) for protons and pions are presented for117

mid-central (10-40%) Au+Au collision at the five stud-118

ied beam energies, and are compared predictions from119

transport models. The model calculations shown are120

AMPT [30], both in default and string melting modes,121

and UrQMD [31]. They qualitatively account for the pion122

Excitation function of v1 & dv1/dy

• Non-monotonic behavior for net-
proton v1 slope

• Cascade models (UrQMD, 
AMPT) can’t describe the data
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Evolution of initial spatial anisotropy

• Spatial anisotropy 
(eccentricity) is sensitive to 
EOS

• Non-monotonic behavior 
could indicate the softest 
point of EOS
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Freeze-out eccentricity (-2010)

• Minimum around 20 GeV ??
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Freeze-out eccentricity from BES, STAR

• Monotonic decrease from 7.7 to 200 GeV from STAR
‣ No minimum around 20 GeV
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Search for QCD 
critical point

• Moment of multiplicity distribution for conserved 
quantities

24
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Critical point search

• Huge “systematic error” from lattice QCD calculations
‣ T ~ 150-170 MeV, µB ~ 200 - 800 MeV

• Heavy ion experiments could address existence of 
QCD critical point
‣ Beam energy scan → (T, µB) scan

• How to search for critical point ?

25
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Signatures of critical point

• Second order phase transition at critical point
‣ A divergent susceptibility, an infinite correlation length, and 

a power-law decay of correlations near criticality

• Ratio of susceptibilities ↔ product of moments (or 
ratio of cumulants)
‣ “Higher” moments (3rd, 4th, ...) show stronger sensitivity on 

correlation length

• Critical point search at STAR
‣ Measure product of moments for (proxy of) conserved quantities 

as a function of beam energy
‣ Non-monotonic behavior of these observables will be the 

signature of QCD critical point

26
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Experimental observables

• Higher order cumulants scale with higher powers of 
correlation length
‣ sensitive to critical point induced fluctuations

• Use product of moments (cancel volume effect)
‣ Related to ratio of susceptibilities 

27

200 GeV corresponding to baryon chemical potentials (!B) between 200 and 20 MeV. Our measurements

of the products "#2 and S#, which can be related to theoretical calculations sensitive to baryon number

susceptibilities and long-range correlations, are constant as functions of collision centrality. We compare

these products with results from lattice QCD and various models without a critical point and study theffiffiffiffiffiffiffiffi
sNN

p
dependence of "#2. From the measurements at the three beam energies, we find no evidence for a

critical point in the QCD phase diagram for !B below 200 MeV.

DOI: 10.1103/PhysRevLett.105.022302 PACS numbers: 25.75.Gz, 12.38.Mh, 21.65.Qr

One of the major goals of the heavy-ion collision pro-
gram is to explore the QCD phase diagram [1]. Finite
temperature lattice QCD calculations [2] at baryon chemi-
cal potential !B ¼ 0 suggest a crossover above a critical
temperature ðTcÞ $ 170–190 MeV [3] from a system with
hadronic degrees of freedom to a system where the relevant
degrees of freedom are quarks and gluons. Several QCD-
based calculations (see, e.g., [4]) find the quark-hadron
phase transition to be first order at large !B. The point in
the QCD phase plane (T vs !B) where the first order phase
transition ends is the QCD critical point (CP) [5,6].
Attempts are being made to locate the CP both experimen-
tally and theoretically [7]. Current theoretical calculations
are highly uncertain about the location of the CP. Lattice
QCD calculations at finite!B face numerical challenges in
computing. The experimental plan is to vary the center of
mass energy (

ffiffiffiffiffiffiffiffi
sNN

p
) of heavy-ion collisions to scan the

phase plane [8] and, at each energy, search for signatures
of the CP that could survive the time evolution of the
system [9].

In a static, infinite medium, the correlation length ($)
diverges at the CP. $ is related to various moments of the
distributions of conserved quantities such as net baryons,
net charge, and net strangeness [10]. Typically variances
(#2 % hð!NÞ2i; !N ¼ N &M; M is the mean) of these
distributions are related to $ as #2 $ $2 [11]. Finite size
and time effects in heavy-ion collisions put constraints on
the values of $. A theoretical calculation suggests $ '
2–3 fm for heavy-ion collisions [12]. It was recently shown
that higher moments of distributions of conserved quanti-
ties, measuring deviations from a Gaussian, have a sensi-
tivity to CP fluctuations that is better than that of#2, due to
a stronger dependence on $ [13]. The numerators in skew-
ness (S ¼ hð!NÞ3i=#3) go as $4:5 and kurtosis (" ¼
½hð!NÞ4i=#4) & 3) go as $7. A crossing of the phase
boundary can manifest itself by a change of sign of S as
a function of energy density [13,14].

Lattice calculations and QCD-based models show that
moments of net-baryon distributions are related to baryon

number (!NB) susceptibilities (%B ¼ hð!NBÞ2i
VT ; V is the

volume) [15]. The product "#2, related to the ratio of

fourth order (%ð4Þ
B ) to second order (%ð2Þ

B ) susceptibilities,
shows a large deviation from unity near the CP [15].
Experimentally measuring event-by-event net-baryon
numbers is difficult. However, the net-proton multiplicity
(Np & N "p ¼ !Np) distribution is measurable. Theoretical

calculations have shown that !Np fluctuations reflect the
singularity of the charge and baryon number susceptibility
as expected at the CP [16]. Non-CP model calculations
(discussed later in the Letter) show that the inclusion of
other baryons does not add to the sensitivity of the observ-
able. This Letter reports the first measurement of higher
moments of the !Np distributions from Auþ Au colli-
sions to search for signatures of the CP.
The data presented in the Letter are obtained using the

time projection chamber (TPC) of the Solenoidal Tracker
at RHIC (STAR) [17]. The event-by-event proton (Np) and
antiproton (N "p) multiplicities are measured for Auþ Au
minimum bias events at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and 200 GeV
for collisions occurring within 30 cm of the TPC center
along the beam line. The numbers of events analyzed are
4+ 104, 5+ 106, and 8+ 106 for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and
200 GeV, respectively. Centrality selection utilized the
uncorrected charged particle multiplicity within pseudo-
rapidity j&j< 0:5, measured by the TPC. For each central-
ity, the average numbers of participants (hNparti) are ob-
tained by Glauber model calculations. The !Np

measurements are carried out at midrapidity (jyj< 0:5)
in the range 0:4< pT < 0:8 GeV=c. Ionization energy
loss (dE=dx) of charged particles in the TPC was used to
identify the inclusive pð "pÞ [18]. To suppress the contami-
nation from secondary protons, we required each pð "pÞ
track to have a minimum pT of 0:4 GeV=c and a distance
of closest approach to the primary vertex of less than 1 cm
[18]. The pT range used includes approximately 35%–40%
of the total pþ "pmultiplicity at midrapidity. !Np was not
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FIG. 1 (color online). !Np multiplicity distribution in Auþ
Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV for various collision central-
ities at midrapidity (jyj< 0:5). The statistical errors are shown.
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Experimental observables

• Higher order cumulants scale with higher powers of 
correlation length
‣ sensitive to critical point induced fluctuations

• Use product of moments (cancel volume effect)
‣ Related to ratio of susceptibilities 
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these products with results from lattice QCD and various models without a critical point and study theffiffiffiffiffiffiffiffi
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p
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critical point in the QCD phase diagram for !B below 200 MeV.
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One of the major goals of the heavy-ion collision pro-
gram is to explore the QCD phase diagram [1]. Finite
temperature lattice QCD calculations [2] at baryon chemi-
cal potential !B ¼ 0 suggest a crossover above a critical
temperature ðTcÞ $ 170–190 MeV [3] from a system with
hadronic degrees of freedom to a system where the relevant
degrees of freedom are quarks and gluons. Several QCD-
based calculations (see, e.g., [4]) find the quark-hadron
phase transition to be first order at large !B. The point in
the QCD phase plane (T vs !B) where the first order phase
transition ends is the QCD critical point (CP) [5,6].
Attempts are being made to locate the CP both experimen-
tally and theoretically [7]. Current theoretical calculations
are highly uncertain about the location of the CP. Lattice
QCD calculations at finite!B face numerical challenges in
computing. The experimental plan is to vary the center of
mass energy (

ffiffiffiffiffiffiffiffi
sNN

p
) of heavy-ion collisions to scan the

phase plane [8] and, at each energy, search for signatures
of the CP that could survive the time evolution of the
system [9].

In a static, infinite medium, the correlation length ($)
diverges at the CP. $ is related to various moments of the
distributions of conserved quantities such as net baryons,
net charge, and net strangeness [10]. Typically variances
(#2 % hð!NÞ2i; !N ¼ N &M; M is the mean) of these
distributions are related to $ as #2 $ $2 [11]. Finite size
and time effects in heavy-ion collisions put constraints on
the values of $. A theoretical calculation suggests $ '
2–3 fm for heavy-ion collisions [12]. It was recently shown
that higher moments of distributions of conserved quanti-
ties, measuring deviations from a Gaussian, have a sensi-
tivity to CP fluctuations that is better than that of#2, due to
a stronger dependence on $ [13]. The numerators in skew-
ness (S ¼ hð!NÞ3i=#3) go as $4:5 and kurtosis (" ¼
½hð!NÞ4i=#4) & 3) go as $7. A crossing of the phase
boundary can manifest itself by a change of sign of S as
a function of energy density [13,14].

Lattice calculations and QCD-based models show that
moments of net-baryon distributions are related to baryon

number (!NB) susceptibilities (%B ¼ hð!NBÞ2i
VT ; V is the

volume) [15]. The product "#2, related to the ratio of

fourth order (%ð4Þ
B ) to second order (%ð2Þ

B ) susceptibilities,
shows a large deviation from unity near the CP [15].
Experimentally measuring event-by-event net-baryon
numbers is difficult. However, the net-proton multiplicity
(Np & N "p ¼ !Np) distribution is measurable. Theoretical

calculations have shown that !Np fluctuations reflect the
singularity of the charge and baryon number susceptibility
as expected at the CP [16]. Non-CP model calculations
(discussed later in the Letter) show that the inclusion of
other baryons does not add to the sensitivity of the observ-
able. This Letter reports the first measurement of higher
moments of the !Np distributions from Auþ Au colli-
sions to search for signatures of the CP.
The data presented in the Letter are obtained using the

time projection chamber (TPC) of the Solenoidal Tracker
at RHIC (STAR) [17]. The event-by-event proton (Np) and
antiproton (N "p) multiplicities are measured for Auþ Au
minimum bias events at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and 200 GeV
for collisions occurring within 30 cm of the TPC center
along the beam line. The numbers of events analyzed are
4+ 104, 5+ 106, and 8+ 106 for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and
200 GeV, respectively. Centrality selection utilized the
uncorrected charged particle multiplicity within pseudo-
rapidity j&j< 0:5, measured by the TPC. For each central-
ity, the average numbers of participants (hNparti) are ob-
tained by Glauber model calculations. The !Np

measurements are carried out at midrapidity (jyj< 0:5)
in the range 0:4< pT < 0:8 GeV=c. Ionization energy
loss (dE=dx) of charged particles in the TPC was used to
identify the inclusive pð "pÞ [18]. To suppress the contami-
nation from secondary protons, we required each pð "pÞ
track to have a minimum pT of 0:4 GeV=c and a distance
of closest approach to the primary vertex of less than 1 cm
[18]. The pT range used includes approximately 35%–40%
of the total pþ "pmultiplicity at midrapidity. !Np was not
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FIG. 1 (color online). !Np multiplicity distribution in Auþ
Au collisions at
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p ¼ 200 GeV for various collision central-
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Experimental observables

• Higher order cumulants scale with higher powers of 
correlation length
‣ sensitive to critical point induced fluctuations

• Use product of moments (cancel volume effect)
‣ Related to ratio of susceptibilities 
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One of the major goals of the heavy-ion collision pro-
gram is to explore the QCD phase diagram [1]. Finite
temperature lattice QCD calculations [2] at baryon chemi-
cal potential !B ¼ 0 suggest a crossover above a critical
temperature ðTcÞ $ 170–190 MeV [3] from a system with
hadronic degrees of freedom to a system where the relevant
degrees of freedom are quarks and gluons. Several QCD-
based calculations (see, e.g., [4]) find the quark-hadron
phase transition to be first order at large !B. The point in
the QCD phase plane (T vs !B) where the first order phase
transition ends is the QCD critical point (CP) [5,6].
Attempts are being made to locate the CP both experimen-
tally and theoretically [7]. Current theoretical calculations
are highly uncertain about the location of the CP. Lattice
QCD calculations at finite!B face numerical challenges in
computing. The experimental plan is to vary the center of
mass energy (

ffiffiffiffiffiffiffiffi
sNN

p
) of heavy-ion collisions to scan the

phase plane [8] and, at each energy, search for signatures
of the CP that could survive the time evolution of the
system [9].

In a static, infinite medium, the correlation length ($)
diverges at the CP. $ is related to various moments of the
distributions of conserved quantities such as net baryons,
net charge, and net strangeness [10]. Typically variances
(#2 % hð!NÞ2i; !N ¼ N &M; M is the mean) of these
distributions are related to $ as #2 $ $2 [11]. Finite size
and time effects in heavy-ion collisions put constraints on
the values of $. A theoretical calculation suggests $ '
2–3 fm for heavy-ion collisions [12]. It was recently shown
that higher moments of distributions of conserved quanti-
ties, measuring deviations from a Gaussian, have a sensi-
tivity to CP fluctuations that is better than that of#2, due to
a stronger dependence on $ [13]. The numerators in skew-
ness (S ¼ hð!NÞ3i=#3) go as $4:5 and kurtosis (" ¼
½hð!NÞ4i=#4) & 3) go as $7. A crossing of the phase
boundary can manifest itself by a change of sign of S as
a function of energy density [13,14].

Lattice calculations and QCD-based models show that
moments of net-baryon distributions are related to baryon

number (!NB) susceptibilities (%B ¼ hð!NBÞ2i
VT ; V is the

volume) [15]. The product "#2, related to the ratio of

fourth order (%ð4Þ
B ) to second order (%ð2Þ

B ) susceptibilities,
shows a large deviation from unity near the CP [15].
Experimentally measuring event-by-event net-baryon
numbers is difficult. However, the net-proton multiplicity
(Np & N "p ¼ !Np) distribution is measurable. Theoretical

calculations have shown that !Np fluctuations reflect the
singularity of the charge and baryon number susceptibility
as expected at the CP [16]. Non-CP model calculations
(discussed later in the Letter) show that the inclusion of
other baryons does not add to the sensitivity of the observ-
able. This Letter reports the first measurement of higher
moments of the !Np distributions from Auþ Au colli-
sions to search for signatures of the CP.
The data presented in the Letter are obtained using the

time projection chamber (TPC) of the Solenoidal Tracker
at RHIC (STAR) [17]. The event-by-event proton (Np) and
antiproton (N "p) multiplicities are measured for Auþ Au
minimum bias events at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and 200 GeV
for collisions occurring within 30 cm of the TPC center
along the beam line. The numbers of events analyzed are
4+ 104, 5+ 106, and 8+ 106 for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:6, 62.4, and
200 GeV, respectively. Centrality selection utilized the
uncorrected charged particle multiplicity within pseudo-
rapidity j&j< 0:5, measured by the TPC. For each central-
ity, the average numbers of participants (hNparti) are ob-
tained by Glauber model calculations. The !Np

measurements are carried out at midrapidity (jyj< 0:5)
in the range 0:4< pT < 0:8 GeV=c. Ionization energy
loss (dE=dx) of charged particles in the TPC was used to
identify the inclusive pð "pÞ [18]. To suppress the contami-
nation from secondary protons, we required each pð "pÞ
track to have a minimum pT of 0:4 GeV=c and a distance
of closest approach to the primary vertex of less than 1 cm
[18]. The pT range used includes approximately 35%–40%
of the total pþ "pmultiplicity at midrapidity. !Np was not
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Non-gaussian fluctuations

• 3rd moment = Skewness, S
‣ Asymmetry of the distribution

• 4th moment = Kurtosis, K
‣ Peakedness of the distribution

• Both moments are 0 for gaussian

• Critical point induce non-gaussian fluctuation

28

From Wikipedia



H. Masui / LBNL /32

Predictions

29

C. Cumulants near the critical point

We shall concentrate our analysis on observables char-
acterizing the fluctuations of pions and protons. Pions are
the most abundant species produced in relativistic heavy-
ion collisions. Protons are important, among other reasons,
because their fluctuations are proxy to the fluctuations of
the conserved baryon number [30] and because their cou-
pling to the critical mode ! is relatively large.

We have defined the normalized cumulants of the proton
and pion distributions in (1.13) and (1.12) and the normal-
ized mixed cumulants in (1.15). Figure 2 shows how !4p

might look like, with "ð#BÞ given by Eq. (1.17). We
illustrate how !4p changes if we vary the location of the
critical point #c

B and the width ! of the peak in Fig. 1, as
well as the sigma-proton coupling gp. As we shall see in
Sec. II A, there are four nonuniversal parameters that (for a
given "max) govern the height of the peaks of the normal-
ized cumulants. These include gp and the sigma-pion

coupling G, as well as two parameters ~$3 and ~$4 that we
shall define in Sec. II A. We have used as our benchmark
values G ¼ 300 MeV, g ¼ 7, ~$3 ¼ 4 and ~$4 ¼ 12. As we
shall discover in Sec. II and discuss at length in Sec. III, the
heights of the peaks of different normalized cumulants
are affected differently by variations in these four parame-
ters. Figure 3 shows how six more different normalized
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FIG. 2 (color online). The #B dependence of !4p, the normal-
ized 4th cumulant of the proton number distribution defined in
(1.13), with a #B dependent " given by (1.17). We only include
the Poisson and critical contributions to the cumulant. In the top
panel we choose #c

B ¼ 400 MeV and illustrate how !4p is
affected if we vary the width ! of the peak in " from 50 to
100 to 200 MeV, as in Fig. 1. The inset panel zooms in to show
how !4p is dominated by the Poisson contribution well below
#c

B. In the lower panel, we take ! ¼ 100 MeV and illustrate the
effects of changing #c

B and of reducing the sigma-proton cou-
pling gp from our benchmark gp ¼ 7 to gp ¼ 5.

0.0 0.1 0.2 0.3 0.4 0.5 B GeV

2

4

6

8

10

1 p2

3

2 p1

0.0 0.1 0.2 0.3 0.4 0.5 B GeV

10

20

30

40

50

60

4

2 p2

3 p

FIG. 3 (color online). The #B dependence of selected normal-
ized cumulants, defined in (1.12), (1.13), and (1.15), with a #B

dependent " given by (1.17) as in Fig. 1. We only include the
Poisson and critical contributions to the cumulants. We have set
all parameters to their benchmark values, described in the text,
and we have chosen the width of the peak in " to be ! ¼
100 MeV. Note the different vertical scales in these figures and
in Fig. 2; The magnitude of the effect of critical fluctuations on
different normalized cumulants differs considerably, as we shall
discuss in Secs. II and III. As we shall also discuss in those
sections, ratios of the magnitudes of these different observables
depend on (and can be used to constrain) the correlation length ",
the proton number density np, and four nonuniversal parameters.
We shall also see in Sec. III that there are ratios among these
observables that are independent of all of these variables, mean-
ing that we can predict them reliably. For example, we shall see
that critical fluctuations must yield!2

2p2% ¼ ð!4p $ 1Þð!4% $ 1Þ
and !3

2p1% ¼ ð!3p $ 1Þ2ð!3% $ 1Þ and !3
1p2% ¼ ð!3p $ 1Þ%

ð!3% $ 1Þ2. (The subtractions of 1 are intended to remove the
Poisson background; in an analysis of experimental data these
subtractions could be done by subtracting the !ip or !j% deter-

mined from a sample of mixed events, as this would also subtract
various other small background effects.)
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acterizing the fluctuations of pions and protons. Pions are
the most abundant species produced in relativistic heavy-
ion collisions. Protons are important, among other reasons,
because their fluctuations are proxy to the fluctuations of
the conserved baryon number [30] and because their cou-
pling to the critical mode ! is relatively large.

We have defined the normalized cumulants of the proton
and pion distributions in (1.13) and (1.12) and the normal-
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critical point #c
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well as the sigma-proton coupling gp. As we shall see in
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shall define in Sec. II A. We have used as our benchmark
values G ¼ 300 MeV, g ¼ 7, ~$3 ¼ 4 and ~$4 ¼ 12. As we
shall discover in Sec. II and discuss at length in Sec. III, the
heights of the peaks of different normalized cumulants
are affected differently by variations in these four parame-
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panel we choose #c
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affected if we vary the width ! of the peak in " from 50 to
100 to 200 MeV, as in Fig. 1. The inset panel zooms in to show
how !4p is dominated by the Poisson contribution well below
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effects of changing #c
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pling gp from our benchmark gp ¼ 7 to gp ¼ 5.
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dependent " given by (1.17) as in Fig. 1. We only include the
Poisson and critical contributions to the cumulants. We have set
all parameters to their benchmark values, described in the text,
and we have chosen the width of the peak in " to be ! ¼
100 MeV. Note the different vertical scales in these figures and
in Fig. 2; The magnitude of the effect of critical fluctuations on
different normalized cumulants differs considerably, as we shall
discuss in Secs. II and III. As we shall also discuss in those
sections, ratios of the magnitudes of these different observables
depend on (and can be used to constrain) the correlation length ",
the proton number density np, and four nonuniversal parameters.
We shall also see in Sec. III that there are ratios among these
observables that are independent of all of these variables, mean-
ing that we can predict them reliably. For example, we shall see
that critical fluctuations must yield!2

2p2% ¼ ð!4p $ 1Þð!4% $ 1Þ
and !3

2p1% ¼ ð!3p $ 1Þ2ð!3% $ 1Þ and !3
1p2% ¼ ð!3p $ 1Þ%

ð!3% $ 1Þ2. (The subtractions of 1 are intended to remove the
Poisson background; in an analysis of experimental data these
subtractions could be done by subtracting the !ip or !j% deter-

mined from a sample of mixed events, as this would also subtract
various other small background effects.)
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light pion sector. This is obvious from Fig. 5 where we
show the ratio of 6th and 2nd order cumulants for electric
charge fluctuations. In a HRGmodel the ratio of cumulants
calculated without the light pion sector is a factor 2 smaller
than that calculated with the physical pions included. In the
low temperature regime the lattice calculations are consis-
tent with the former. We thus conclude that lighter quark
masses and calculations closer to the continuum limit are
needed to correctly represent in lattice calculations higher
order cumulants that are sensitive to the light hadron sector.
Irrespective of this we find, however, that the occurrence of
maxima in !X

6 close but below Tc signal the breakdown of

the HRG model close to Tc. The ratio !Q
6 =!

Q
2 starts drop-

ping below Tc and is consistent with zero at Tc.
A similar behavior is found for higher order cumulants

of strangeness fluctuations. We find that for both values of
the lattice cutoff the ratio !S

4=!
S
2 overshoots the HRG

values in the transition region and this also holds true for
the ratio!S

6=!
S
2 evaluated on the coarse 16

3 ! 4 lattices. Of
course, this requires confirmation through calculations
with lighter quark masses on lattices closer to the contin-
uum limit. It may suggest that the contribution of even
heavier, experimentally not well-established multiple
strange hadrons, which are not included in the current
version of the HRG model, is of importance in the tran-
sition region. In general we find, however, that the HRG
model gives a fairly good description of cumulants of the
fluctuations of conserved charges up to temperatures close
to the transition temperature.

VI. CORRELATIONS AMONG CONSERVED
CHARGES

The analysis of cumulant ratios presented in the previous
section suggests that for temperatures above 1:5Tc fluctua-
tions of baryon number, strangeness, and electric charge
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FIG. 4 (color online). The ratio of 4th and 2nd order cumulants
of baryon number (top), strangeness (middle), and electric
charge (bottom) fluctuations. In the latter case we show curves
for a HRG model calculated with physical pion masses (upper
curve), pions of mass 220 MeV (middle), and infinitely heavy
pions (lower curve).
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Results

• A factor of 1.5-100 enhancement not seen compared 
to the Poisson and HRG expectations
‣ similar for net-kaons

30

Moment Products: Energy Dependence !

! Deviations below Poisson !
expectations are observed beyond 
statistical and systematic errors  in 
0-5% most central collisions for κσ2 
and Sσ above 7.7 GeV.  
!
!   For peripheral collisions, the !
deviations above Poission expectations 
are observed below 19.6 GeV.!
 !
! UrQMD model show monotonic !
behavior for the moment products, in!
 which non-CP physics, such as!
 baryon conservation, hadronic 
scattering effects, are implemented.!

Click to edit Master subtitle style
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Sσ, Kσ2 net-charge, 0-5% centrality

● In 0-5% central collisions, Sσ is greater than the Poisson baseline and 
less than the HRG prediction.

STAR
Preliminary

STAR
Preliminary

net-proton

Poisson expectation

S� = (M
x

�M
x̄

)/(M
x

+M
x̄

)

K�2
= 1

net-charge
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Summary

• Several observables turn off
‣ v2 (between particles and anti-particles), hint for φ meson v2, Rcp, 

charge separation

• Non-monotonic behavior of dv1/dy
‣ Hadron or parton cascade models can’t describe the data

• No clear signal for critical point
‣ Lack of statistics below 20 GeV

• Hadronic phase plays more important role at lower 
energies

• Need precision measurements below 20 GeV

31
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Outlook - towards BES Phase II

• BES phase II will likely cover 
the energy below ~ 20 GeV with 
improved statistics

‣ Fill the gap between 11.5 and 19.6 
GeV (ΔµB~100 MeV)

• Electron cooling + longer 
bunches will give 3-10 times 
higher luminosity

• Fixed target proposal - √sNN < 5 
GeV

‣ Annular gold target, 2m away from the 
center of the STAR

‣ Data taking with collider mode at the 
beginning of each fill, no disturbance 
to normal RHIC running
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Potential for luminosity improvement for low-energy RHIC                                                                  February 10, 2012 
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will also come with heavy beam losses which was already an issue in RHIC operation at lower 
energies even for nominal bunch intensities. On the contrary, the use of electron cooling should help 
to minimize beam losses and make operation easier with longer stores in addition to a significant 
luminosity improvement. Simulations of luminosity evolution with time for the three cases 
presented in Fig. 9 are shown in Fig. 10, for completeness.    
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Fig. 9. Average (per store) luminosity for 111 bunches of Au ions in RHIC at =4.1 and space-
charge tune spread Qsc=0.05:  1) electron cooling and long bunches ( s=4.5 m, *=2 m, 

n,95% m, Ni=5e8) - blue, dash curve; 2) without cooling ( s=1.5 m, *=6 m, n,95% m, 
Ni=5e8) – red, solid curve; 3) without cooling but longer bunches with higher bunch intensity 
( s=4.5 m, *=6 m, n,95% m, Ni=1.5e9) – magenta, middle curve (maxi  mum luminosity was 
divided by a factor of 4 to account for a very short luminosity lifetime – in simulations, the 
luminosity was decreased by a factor of 4 after first 3 min as shown in Fig. 10). 
 

 
 
Fig. 10. Simulated luminosity evolution for 3 cases summarized in Fig. 9: 1) electron cooling and 
long bunches ( s=4.5 m, *=2 m, n,95% m, Ni=5e8) – blue, top curve;  2) without cooling 
( s=1.5 m, *=6 m, n,95% m, Ni=5e8) – red; 3) without cooling but longer bunches with higher 
bunch intensity ( s=4.5 m, *=6 m, n,95% m, Ni=1.5e9) – magenta. 
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STARSTARGold Target  

Diagram is 1:1 Scale 

1.8 inch (4.57 cm) ID 

2.4 inch(6.10 cm) OD 

3 inch (7.62 cm) Aluminum Beam Pipe 

Gold Annulus  
30 mil thick 

Side View: 
Target Mount 

Beam Pipe: 
Aluminum 
OD:  3”  (7.62  cm) 
Thickness: 60 mil (1.5 mm) 
ID:  3.88”  (7.47cm) 

Target Mount Sleeve: 
Aluminum 
OD:  3.8”  (9.65  cm) 
Thickness: 60 mil (1.5 mm) 
ID:  3.68”  (9.35  cm) 
Length:  1.2  “  (3.04  cm) 

Target Sheet: 
Gold 
OD:  2.4”  (6.10  cm) 
Thickness: 30 mil (0.8 mm) 
ID:  1.8”  (4.57cm) 

Mounting Bars: 
Aluminum with steel set 
screws and springs 
1.2  “  x  0.3”  x  0.2” 

Target mounting sleeve slides inside the beam pipe. 

This is a 3% target. Au ions 
which pass through the target 
will lose some energy and will 
then end up somewhere in the 
ring. 
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Back up
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Lokesh Kumar, QM2012 

 π, K, p Spectra 

7 

STAR Preliminary 
Slopes: π > K > p 

Proton spectra:  
-  without feed-down 
  correction 

π,K,p yields within  
measured pT ranges: 
70-80% of total yields 

7 

Identified particle spectra

• Feed down from weak decays
‣ corrected for Λ, others are not corrected

34

pT spectra (39 GeV)

¾ Extensive strange particle spectra
¾ Ȧ(Ȧഥ) spectra are weak decay feed-down corrected

~ 20% for ȁ; ~ 25% for 
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8/15/12 Quark Matter 2012, Washington D.C, USA          Sabita Das 14 

Kinetic Freeze-out: Tkin vs. <β>  

  Blast-Wave: Higher kinetic temperature corresponds to lower value of average  
     flow velocity and vice-versa.     

STAR Preliminary 

8/15/12 Quark Matter 2012, Washington D.C, USA          Sabita Das 12 

Chemical Freeze-out: Tch vs. µB    

           Andronic: NPA 834 (2010) 237 
           Cleymans: PRC 73 (2006) 034905 
Au+Au 200 GeV : Phys. Rev. C 83 (2011) 24901 

STAR Preliminary 

  Particles used :   
    π, K, p, Λ , Ξ     &
    and K0

s   

  Ensemble used:  
   Grand Canonical 
   and Strangeness 
   Canonical   

  Fit parameters:  
     Τch, µΒ,, µs and γS 
    (strangeness 
     saturation factor) 

  We observe a centrality dependence of  
    chemical freeze-out parameters (Tch, µB)  
    at lower energies. 
  For peripheral collisions: Tch (SCE) > Tch (GCE)   

8/15/12 Quark Matter 2012, Washington D.C, USA          Sabita Das 12 

Chemical Freeze-out: Tch vs. µB    

           Andronic: NPA 834 (2010) 237 
           Cleymans: PRC 73 (2006) 034905 
Au+Au 200 GeV : Phys. Rev. C 83 (2011) 24901 

STAR Preliminary 

  Particles used :   
    π, K, p, Λ , Ξ     &
    and K0

s   

  Ensemble used:  
   Grand Canonical 
   and Strangeness 
   Canonical   

  Fit parameters:  
     Τch, µΒ,, µs and γS 
    (strangeness 
     saturation factor) 

  We observe a centrality dependence of  
    chemical freeze-out parameters (Tch, µB)  
    at lower energies. 
  For peripheral collisions: Tch (SCE) > Tch (GCE)   

Kinetic & chemical freeze-out

• Kinetic freeze-out
‣ Blast-wave fit for π, K and p spectra

• Chemical freeze-out
‣ THERMUS fit for π, K, K0S, p, Λ and Ξ
‣ Centrality dependence are under 

investigation
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