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Outline

• Current ALICE experiment 
‣ Upgrade during Long Shutdown 1 (LS1) in 2014; Di-jet CALorimeter 

(DCAL) 

!

• ALICE future physics programs 
‣ Focus on long term physics after LS2 

!

• ALICE detector upgrade (selected) 
‣ Core upgrade during LS2 in 2018-2019; Time Projection Chamber 

(TPC), Inner Tracking Systems (ITS) 

!

• Summary and outlook
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Current ALICE detectors

• Efficient tracking, particle identification, 
vertexing down to ~100 MeV/c in pT
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Performance of the ALICE Experiment The ALICE Collaboration
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Fig. 21: Fraction of reconstructed tracks coming from the primary interaction vertex. Two sets of cuts on the
track distance of closest approach (d0) to the primary vertex are shown: “loose” with |d0,z| < 3 cm, d0,xy < 3 cm
and “strict” with |d0,z|< 2 cm, d0,xy < (0.0182+ 0.0350 GeV/c p−1T ) cm.

vertex (Fig. 21). Secondary tracks, representing the products of decays and of secondary interactions
in the detector material, can be further suppressed by cuts on the longitudinal and transverse distances
of closest approach (d0) to the primary vertex. The dedicated reconstruction of secondary tracks is the
subject of Section 6.4.

The left panel of Fig. 22 shows the resolution of the transverse distance to the primary vertex for identified
ITS–TPC tracks in pp collisions, compared with simulation. The contribution from the vertex resolution
is not subtracted. The right panel of Fig. 22 shows the same quantity for all charged particle tracks for
three colliding systems and with a higher pT reach. One can notice an improvement of the resolution in
heavier systems thanks to the more precisely determined vertex for higher multiplicities.
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Fig. 22: Resolution of the transverse distance to the primary vertex for identified particle global ITS–TPC tracks
(left) and for all charged ITS–TPC tracks (right). The contribution from the vertex resolution is not subtracted.
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Fig. 38: Distribution of β as measured by the TOF detector as a function of momentum for particles reaching the
TOF in Pb–Pb interactions.

acceptance (dead space between sectors), the inactive modules, and the finite efficiency of the MRPCs
(98.5% on average).

Figure 38 illustrates the performance of the TOF detector by showing the measured velocity β distri-
bution as a function of momentum (measured by the TPC). The background is due to tracks that are
incorrectly matched to TOF hits in high-multiplicity Pb–Pb collisions. The distribution is cleaner in
p–Pb collisions (Fig. 39), showing that the background is not related to the resolution of the TOF de-
tector, but is rather an effect of track density and the fraction of mismatched tracks. This is also visible
in Fig. 40 where the β distribution is shown for a narrow momentum band. The pion, kaon, and proton
peaks are nearly unchanged but the level of background due to mismatched tracks is higher in Pb–Pb.
The fraction of mismatched tracks above 1 GeV/c in Pb–Pb events is closely related to the TOF occu-
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Fig. 39: Distribution of β as measured by the TOF detector as a function of momentum for particles reaching TOF
in p–Pb interactions. The background of mismatched tracks is lower than in Pb–Pb.
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Fig. 33: Distribution of the energy-loss signal in the ITS as a function of momentum. Both the energy loss and
momentum were measured by the ITS alone.

where β is the particle velocity, γ is the Lorentz factor, and P1−5 are fit parameters. Figure 34 shows
the measured dE/dx vs. particle momentum in the TPC, demonstrating the clear separation between
the different particle species. The lines correspond to the parametrization. While at low momenta
(p! 1 GeV/c) particles can be identified on a track-by-track basis, at higher momenta particles can
still be separated on a statistical basis via multi-Gaussian fits. Indeed, with long tracks (" 130 samples)
and with the truncated-mean method the resulting dE/dx peak shape is Gaussian down to at least 3 orders
of magnitude.
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Fig. 34: Specific energy loss (dE/dx) in the TPC vs. particle momentum in Pb–Pb collisions at√sNN = 2.76 TeV.
The lines show the parametrizations of the expected mean energy loss.

In the relativistic rise region, the dE/dx exhibits a nearly constant separation for the different particle
species over a wide momentum range. Due to a dE/dx resolution of about 5.2% in pp collisions and
6.5% in the 0–5% most central Pb–Pb collisions8, particle ratios can be measured at a pT of up to

8The deterioration of the energy-loss resolution in high-multiplicity events is caused by clusters overlapping in z and/or
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Current performance

• PID for wide pT range 

• Efficient low pT tracking 

• Excellent vertexing

4

vertexing arXiv:1402.4476 [nucl-ex]

ITS TPC TOF
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Fig. 50: Invariant mass distribution of Kπ candidate pairs for reconstruction of the D0 →Kπ decay, with and
without particle identification, before (left panel) and after (right panel) background subtraction.

Fig. 51: Measured dE/dx signal in the ALICE TPC versus magnetic rigidity, together with the expected curves
for negatively-charged particles. The inset panel shows the TOF mass measurement which provides additional
separation between 3He and 4He for tracks with p/Z > 2.3 GeV/c.
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beam view

PHOS

DCAL
Di-jet CALorimeter

• DCAL - extension of EMCAL acceptance 
‣ |η|=0.7, Δφ=66o on opposite side of EMCAL → allows hadron-jet, di-

jet measurements in ALICE, with R=0.4, up to pT ~ 150 GeV/c 
‣ Energy resolution ~ 10%/√E 

• Enhance photon and jet trigger capability 

• DCAL has already being installed, and will be ready in 2015
5
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ALICE DCal Addendum to the EMCal TDR June 2010
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constraints on the theoretical description of jet quenching. The DCal, including its fast 
triggering capabilities, is essential for this measurement. 
 

  
 

 

 
 

 

 

 
 

 
 

Figure II.14 Ratio of semi-inclusive jet spectra in Fig II.13 in the EMCal recoiling from 
a π0

 trigger in the DCal above pT thresholds of 20 GeV/c (left) and 40 GeV/c (right), for 
qhat = 20 (blue) and 50 (red) relative to spectrum for qhat = 0. This corresponds to IAA 
measured for di-hadrons. Error bars show statistical errors expected for one year of 
running for Pb+Pb at 5.5 TeV (0.5 nb-1). 
 

Figure II.13 Semi-inclusive jet spectrum measured in EMCal (anti-kT, R = 0.4), 
recoiling from a π0

 trigger in DCal above pT thresholds of 20 GeV/c (left) and 40 
GeV/c (right), for various qhat. Error bars show statistical errors expected for one 
year of running for Pb+Pb at 5.5 TeV (0.5 nb-1).  
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II.3.4 Jet quenching measurements with DCal 
  
II.3.4.1 Di-jet energy balance 
 
We now turn to investigation of jet quenching observables with the DCal, beginning with 
the energy balance observable Δ = (ET

DCal-ET
EMCal)/0.5*(ET

DCal+ET
EMCal), for an azimuthally 

back-to-back jet pair. Note that the definition Δ is the same as in the previous section but in 
this case the threshold (trigger) is imposed on the DCal energy, so that the effect of 
backgrounds in the EMCal will be to cause the value of Δ to be positive. 
 
Figure II.7 shows the distribution of Δ for azimuthally back-to-back di-jet pairs for strong 
quenching (qhat = 50 GeV2/fm), with a trigger threshold imposed on the DCal jet energy of 
ET

DCal > 100. The error bars show the statistical precision achievable in this observable for 
central collisions of 5.5 TeV Pb+Pb at 0.5 nb-1. The peak near Δ~0 corresponds to the true 
di-jet pairs, whereas the tail (to positive Δ) is due to events in which the recoil jet escapes 
the acceptance and a jet from the event background is reconstructed instead. 
 

Figure II.6   Effect on jet energy resolution of gap between DCal and PHOS, measured 
by the di-jet energy balance in EMCal and DCal (anti-kT, R = 0.4 for both EMCal and 
DCal). Left: correlation for EMCal Trigger Jet ET > 90 GeV, for no gap (black), 
various values of gap width (red, green, blue), and no DCal (charged tracking only, 
pink). Right: dependence of peak width on EMCal threshold ET. Statistical error bars 
correspond to 0.5 nb-1 Pb+Pb, though for clarity no quenching effects have been 
imposed. This is the same statistical precision that will be achieved in one running 
year of p+p at 5.5 TeV. 
 

Physics with DCAL

• π0-jet correlation - maximize jet path length in the medium 

• Di-jet - energy balance between recoiling jet pairs

6

ALICE DCAL TDR, https://cds.cern.ch/record/1272952
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with the latter case exhibiting much stronger bias. This suggests (within the qPYTHIA 
model) that pion production at ~5 GeV/c may not be strongly biased towards leading jet 
fragments. Measurements with a large dynamic range in pion threshold are therefore 
needed, and can only be provided in an efficient way by a fast (Level 1) trigger in the DCal. 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
The path length bias for both the trigger jet (generating the pion trigger) and the recoil jet 
are shown in Figure II.11, for various qhat and pion trigger thresholds. The reference 
distribution (qhat=0) is shown by the black circles. A marked bias of several fm is seen for 
both jets. As discussed in section II.2 on RHIC measurements, triggering on a high pT 

Figure II.10   Distribution in transverse plane of hard scattering vertices that generate a 
hard pion moving to the right, for various qhat and pion trigger ET thresholds. 
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Figure II.10   Distribution in transverse plane of hard scattering vertices that generate a 
hard pion moving to the right, for various qhat and pion trigger ET thresholds. 

anti-kT, R=0.4 
0.5 nb-1

pion

Transverse distribution of hard scattering vertices 
calculated in qPythia

https://cds.cern.ch/record/1272952
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ALICE future physics program

• Emphasis on heavy-flavor, low mass di-leptons and heavy 
nuclear states at low pT

7

Probe Physics Observable

Heavy-flavor 
(charm & bottom)

Thermalization, EoS 
Transport coefficient, energy loss

Production mechanisms

Low mass 
di-leptons

Initial temperature, EoS 
Chiral phase transition

Jet Parton energy loss
PID fragmentation function, 

Heavy flavor in jets, γ-jet 
correlation 

Heavy nuclear 
states

Search for exotic bound states 
(anti-hyper nucleus, H-Dibaryon) yield

v2 & RAA

yield, v2, RAA

yield, v2 
vector meson spectral function

Quarkonia 
(J/ψ, ψ’)
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Strategy for long term upgrade
• Many measurements will focus on low pT and very high 

background observables - trigger is not applicable 

• Detector upgrade to enhance low pT vertexing and tracking 
capability, and to take minimum bias data at substantially 
higher rates 

‣ Target integrated luminosity: 10 nb-1 in Pb-Pb, 6 pb-1 in p-p 
‣ Read out ~50kHz Pb-Pb interactions with minimum bias trigger 

- Complementary to ATLAS and CMS (highly selective triggers) 

• Upgrade strategy 
‣ TPC with GEM readout + new pipelined electronics (dead-time free) 
‣ New ITS, better vertexing with high resolution+low material thickness 

- Readout electronics for TRD, TOF, PHOS and muon spectrometer 

- Forward trigger detectors, Muon Forward Tracker 

- High-Level Trigger (HLT), DAQ and trigger system for high rate 

- Integrated online & offline structure; DAQ/HLT/offline (O2 project)

8
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Physics reach

• ALICE will move from an observation to the precision 
measurements with detector upgrade

9

ALICE Upgrade LOI 9

Table 1.1: Comparison of the physics reach, minimum accessible pT and relative statistical uncertainty, for se-
lected observables between the approved scenario (1 nb�1 of delivered integrated luminosity, out of which 0.1 nb�1

is used for minimum-bias data collection) and the proposed upgrade (10 nb�1 of integrated luminosity, fully ex-
ploited in minimum-bias data recording).

Approved Upgrade

Observable pAmin
T statistical pUmin

T statistical
(GeV/c) uncertainty (GeV/c) uncertainty

Heavy Flavour

D meson RAA 1 10 % at pAmin
T 0 0.3 % at pAmin

T
D meson from B decays RAA 3 30 % at pAmin

T 2 1 % at pAmin
T

D meson elliptic flow (v2 = 0.2) 1 50 % at pAmin
T 0 2.5 % at pAmin

T
D from B elliptic flow (v2 = 0.1) not accessible 2 20 % at pUmin

T
Charm baryon-to-meson ratio not accessible 2 15 % at pUmin

T
Ds meson RAA 4 15 % at pAmin

T 1 1 % at pAmin
T

Charmonia

J/y RAA (forward rapidity) 0 1 % at 1 GeV/c 0 0.3 % at 1 GeV/c
J/y RAA (mid-rapidity) 0 5 % at 1 GeV/c 0 0.5 % at 1 GeV/c
J/y elliptic flow (v2 = 0.1) 0 15 % at 2 GeV/c 0 5 % at 2 GeV/c
y(2S) yield 0 30 % 0 10 %

Dielectrons

Temperature (intermediate mass) not accessible 10 %
Elliptic flow (v2 = 0.1) not accessible 10 %
Low-mass spectral function not accessible 0.3 20 %

Heavy Nuclear States

Hyper(anti)nuclei 4
LH yield 35 % 3.5 %

Hyper(anti)nuclei 4
LLH yield not accessible 20 %

Table 1.1 illustrates that, with the ALICE upgrade, in some cases (D meson from B decays RAA, D
meson elliptic flow) we will move from an observation to the precision measurement, and other signals
(dielectrons) will become accessible.

1.2.7 Comparison with Other LHC Experiments

The ALICE upgrade and the proposed physics programme build on the demonstrated strengths of the
current ALICE detector configuration:

– excellent tracking performance, especially at low momenta (down to pT ' 150 MeV/c);

– efficient secondary vertex reconstruction, in particular for heavy-flavour particle decays: the res-
olution in the distance of closest approach between a track and the interaction vertex in the trans-
verse projection at pT = 1 GeV/c is s1GeV

rj ' 60 µm;

– very low material budget of the tracking system, the thickness of the Inner Tracking System is 7–
8 % of radiation length for normal-incident particles (i.e. 1.2–1.3 % per tracking layer), the overall
thickness including the TPC is ' 10–11 %;

– particle identification using various techniques, such as specific ionization-energy loss (dE/dx),
time-of-flight, transition radiation, Čerenkov radiation, to separate different particles up to a few

ALICE upgrade LOI, http://cds.cern.ch/record/1475243/

* **

Luminosity for minimum bias data 
!
* 0.1 nb-1 out of 1 nb-1 delivered luminosity 
** 10 nb-1 integrated luminosity 

http://cds.cern.ch/record/1475243/
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• Run 2 (2015-2017): Pb-Pb at ~ 5 TeV (~1-3 nb-1), p-Pb 
(energy TBD), p-p at ~ 5 TeV 

• Run 3-4: Pb-Pb at 5.5 TeV (~ 10 nb-1 at nominal B field + ~ 
3 nb-1 at reduced B field), p-Pb & p-p at 5.5 TeV

ALICE goal beyond LS1

10
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2015 2016 2017 2018 2019
Q4 Q1 Q2

2020 2021
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q3 Q4

2022 2023 2024 2025 2026 2027 2028

Q1 Q2 Q3 Q4 Q1 Q2Q3 Q4 Q1 Q2 Q3 Q4Q1 Q2 Q3

Q1 Q2 Q3 Q4Q1 Q2 Q3 Q4 Q1 Q2 Q1 Q2 Q3 Q4

2029 2030 2031 2032 2033 2034

Q3 Q4 Q1 Q2 Q3 Q4Q1 Q2 Q3 Q4 Q1 Q2Q3 Q4

Q2 Q3 Q4 Q1 Q2 Q3
2035

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q4Q2 Q3 Q4 Q1 Q2 Q3Q4 Q1 Q2 Q3 Q4 Q1

Only EYETS (19 weeks)   (no Linac4 connection during Run2)  
LS2  starting in 2018 (July) 18 months + 3months BC (Beam Commissioning) 
LS3 LHC: starting in 2023 => 30 months + 3 BC 
 injectors: in 2024       => 13 months + 3 BC 
 

LHC schedule beyond LS1 

Run 2 Run 3 

Run 4 

LS 2 

LS 3 

LS 4 LS 5 Run 5 

LHC schedule  approved by CERN management and LHC experiments spokespersons and technical coordinators 
Monday 2nd December 2013 
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TPC

• Acceptance 
‣ |η|<0.9, Δφ=2π 

- diameter~5m, length~5m 

• 72 MWPC readout chambers 
‣ Outer: 18×2, Inner: 18×2 
‣ 557,568 readout cathode pads 

• Gas: Ne-CO2 (90-10) 
‣ drift field = 400 V/cm 

• Maximum drift time ~ 100 µs 

• MWPC + Gating Grid Operation 
‣ Rate limitation < 3.5 kHz

11

ALICE TPC TDR,  https://edms.cern.ch/document/398930/1A"Large"Ion"Collider"Experiment"

ALICE TPC�

114cm 

50cm 

5m�

5m�

E� E�

Readout 
chamber�

Central Electrode  
(-100kV)�

•  Diameter: 5 m, length: 5 m 
•  Acceptance: |η|<0.9, Δφ=2π'
•  Readout Chambers: total = 72 

–  Outer (OROC): 18 x 2 
–  Inner (IROC): 18 x 2 
–  Pad size 

•  Inner: 4×7.5 mm2, Outer:  6×10&15 mm2 

–  Pad channel number = 557,568 
•  Gas:  Ne-CO2 (90-10) (in Run1)�

at drift field = 400V/cm�
–  σT~σL ~0.2mm /√cm, vd~2.7cm/µs 

•  Total drift time: 92µs 
•  MWPC + Gating Grid Operation  

–  Rate limitation < 3.5kHz�

��

OROC�

IROC�

https://edms.cern.ch/document/398930/1
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16 The ALICE Collaboration

Figure 4.1: Electron microscope photograph of standard GEM foil with hole pitch 140 µm.

Figure 4.2: Garfield / Magboltz simulation of charge dynamics for electrons (two in this simulation) entering into a GEM
hole [4]. Electron drift paths are shown as light lines, ion drift paths as dark lines. Dots mark places where ionization
(multiplication) processes have occurred. The paths have been projected onto the cross section plane.
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Figure 4.1: Electron microscope photograph of standard GEM foil with hole pitch 140 µm.

Figure 4.2: Garfield / Magboltz simulation of charge dynamics for electrons (two in this simulation) entering into a GEM
hole [4]. Electron drift paths are shown as light lines, ion drift paths as dark lines. Dots mark places where ionization
(multiplication) processes have occurred. The paths have been projected onto the cross section plane.

TPC with GEM readout

• A continuous, untriggered readout 
of the TPC in Pb-Pb collision at   
50 kHz rate 

‣ MWPC readout leads to massive 
charge accumulation in the drift volume 
due to back-drifting ions 

• GEM readout 
‣ Reduction of ion back-flow (IBF) 
‣ High rate capability 
‣ No ion tail 

• Requirement for ALICE GEM TPC 
‣ IBF < 1% at gain = 2000 
‣ Cluster energy resolution <12% for 55Fe 
‣ Stable operation at high rate

12

inner diameter: 50 µm 
outer diameter: 70 µm 
pitch: 140 µm
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84 The ALICE Collaboration

length is randomly generated. A random energy-loss value is assigned to this step according to 1/E2.2

(I0  E  10keV, where I0 is the first ionization potential). The total number of ionization electrons
including secondaries is calculated. Each of these electrons is drifted to the readout chambers, taking
into account diffusion and residual distortions. Space-charge distortions are not taken into account at this
point; they are discussed separately in Secs. 7.4 and 7.5. At the GEM readout stack an exponential gain
variation is assumed for each electron. The charge is projected onto the pad plane using the described
pad response function in space and a semi-Gaussian shaping function in time. The reconstruction of
events simulated in this way does not differ from that of real data.

The described simulation algorithm is routinely used in the ALICE simulation and reconstruction frame-
work and was thoroughly validated in the past years.

7.2.2 Tracking performance

Figure 7.2 shows that the momentum resolution in the acceptance of the central barrel detectors of ALICE
will be maintained for the TPC with GEM-based readout. The plot indicates a slight deterioration of the
resolution in 1/pT for tracks using only TPC information. This deterioration is however fully recovered
for global tracks combining tracking in ITS and TPC. The good agreement of the simulated data shiown
in Fig. 7.2 (left panel) with the measured p–Pb data shown in Fig. 7.1 indicates a thorough understanding
of material budget and detector response.
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Figure 7.2: Resolution in 1/pT as a function of 1/pT for MWPC (left panel) and GEM readout (right panel). The open red
squares are for tracks based on TPC information only, while the closed blue squares show TPC track fits including
the vertex point. The open black squares show the result for combined fits to TPC and ITS track points.

The deterioration of the resolution for TPC-only tracks is consistent with the slightly worse position
resolution due to the narrower pad response function for the GEM-based readout chambers as compared
to the present MWPCs (see Sec. 4.5). However, in most of the acceptance region |h |< 0.9 clusters with
signals on more than one pad dominate, as shown in Fig. 4.16.

7.2.3 Particle identification performance

The relative dE/dx resolution sdE/dx/hdE/dxi for isolated electron and pion tracks (1 < p < 6 GeV/c)
was measured with a triple-GEM IROC prototype at the CERN PS test beam. The results reported in
Sec. 5.2.6 show that the dE/dx resolution observed with the GEM IROC is compatible with that of the
MWPC IROCs. This behavior is confirmed in the simulation: Figure 7.3 (left panel) shows the dE/dx
resolution as a function of the momentum for MWPC and GEM readout at low track multiplicity. Only
a small difference between MWPC and GEM is observed.

86 The ALICE Collaboration

central event (simulated with Pythia) in order to enhance the fraction of high-pT particles. Naturally, in
this simulation the actual tracks seen from the pileup events are constrained by the readout time window
defined by the central event.

Figure 7.4 shows that the TPC standalone tracking efficiency at the different interaction rates is essen-
tially the same for the current TPC and for the GEM TPC. In these data, the lower bound scenario (central
event at Rint = 20 kHz) corresponds to an equivalent multiplicity dNch/dh |equiv = 2500, while the most
extreme scenario (central event at Rint = 70 kHz) corresponds to dNch/dh |equiv = 5000. Figure 7.5 shows
the resolution in 1/pT for the GEM TPC for these different scenarios. The tracking performance is
essentially unaffected by the additional track load.
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Figure 7.4: TPC standalone tracking efficiency for MWPC (left panel) and GEM (right panel) readout. In the simulated data
central events (hdNch/dhi scaled to 2000) are embedded in the avereage background given by minimum bias events
(hdNch/dhi scaled to 500) at different interaction rates.

Figure 7.6 compares the dE/dx resolution for MWPC and GEM readout at different interaction rates. For
the MWPC readout the simulated performance is slightly better than the measured resolution of around
7 %, since in the current framework the deterioration due to the ion tail is not part of the simulation.
This does however not affect the results obtained for the GEM readout. We can conclude that the dE/dx
resolution is not compromised by the upgrade with GEM readout.

7.4 Space-charge distortions and corrections

At high collisions rates and large charged-particle multiplicities, the TPC drift volume contains a large
number of positive ions that pile up due to the slow ion drift velocity. The ion pileup effect can lead to a
significant accumulation of space charge. The resulting field distortions modify the electron drift lines,
introducing drift field distortions that have to be corrected. The correction of space-charge distortions
with sufficient precision is one of the major challenges within the TPC upgrade scheme. The goal is
to keep the residual distortions (after calibration) at a level not significantly larger than the intrinsic
resolution, i.e. a few hundred µm, as is achieved for the current TPC.

7.4.1 Space-charge sources

The ion pileup consists of the prompt contribution of the gas ionization by charged particles in the TPC
drift volume and the delayed contribution due to ion backflow from the GEM readout system. In case of
the upgraded TPC, the latter contribution is larger by a factor of 2e on average, where e is the number of

Expected performance

• Preserve the present TPC performance with GEM upgrade

13

TPC + vertex

ALICE TPC upgrade, http://cds.cern.ch/record/1622286

http://cds.cern.ch/record/1622286
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Pb–Pb collisions a resolution s(dE/dx)/hdE/dxi of about 5.5 % and 7 % is achieved, respectively. Fur-
ther PID capabilities arise from topological reconstruction of the weak decays of strange hadrons and
gamma conversions.

The readout chambers are operated with an active bipolar Gating Grid (GG) which, in the presence of
a trigger, switches to transparent mode to allow the ionization electrons to pass into the amplification
region. After the maximum drift time of ⇠100 µs the GG wires are biased with an alternating voltage
DV = ±90 V that renders the grid opaque to electrons and ions. This protects the amplification region
against unwanted ionization from the drift region, and prevents back-drifting ions from the amplification
region to enter the drift volume. In particular, the latter would lead to significant space-charge accumu-
lation and drift-field distortions. Due to the low mobility of ions (µion = (10�3) ·µelectron), efficient ion
blocking requires the GG to remain closed for ⇠180 µs after the end of the event readout, corresponding
to the typical time it takes the ions in a Ne-based gas mixture to drift from the anode wires to the GG.
This gating scheme leads to an intrinsic dead time of the TPC system of ⇠280 µs, implying a principal
rate limitation of the present TPC to about 3.5 kHz. It should be noted that due to the present TPC readout
system the data rate is limited to ⇠300 Hz for central Pb–Pb collisions.

Operation of the TPC at 50 kHz cannot be accomplished with an active ion gating scheme. On the other
hand, back-drifting ions from the amplification region of a MWPC without gate will lead to excessive
ion charge densities and drift distortions that render precise space-point measurements impossible. The
proposed scheme therefore entails replacement of the existing MWPC-based readout chambers by a
multi-stage GEM system. GEMs have proven to operate reliably in high-rate applications and provide
intrinsic ion blocking capabilities, therefore enabling the TPC to operate in a continuous, ungated readout
mode at collision rates of 50 kHz. The TPC upgrade increases the readout rate by about two orders of
magnitude as compared to the present system, thus giving access to previously inaccessible physics
observables. As an example, the low-mass dielectron invariant mass spectrum is shown in Fig. 1.1,
accumulated in a typical yearly heavy-ion run (⇠ 3 nb�1) with the current (left) and upgraded (right)
TPC.
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Figure 1.1: Inclusive e+e� invariant mass spectrum for 0 – 10 % most central Pb–Pb collisions at psNN = 5.5TeV, assuming
2.5 · 107 events (left panel) and 2.5 · 109 events (right panel). The spectra include a set of tight primary track cuts
based on the new ITS system to suppress leptons from charm decays. Also shown are curves that represent the
contributions from light hadrons (blue), charm (magenta) and thermal radiation from a hadronic gas (red) and a
QGP (orange). The figures are from [2].

Low mass di-leptons

• Significant improvement on statistical uncertainty with TPC 
(and ITS) upgrade for low mass di-lepton measurement 

‣ Dalitz decay, conversion and charm rejection by ITS, electron 
identification by TPC+TOF → reduce systematic uncertainty

14

ALICE simulation 
Current rate 
New ITS 
B = 0.2T

ALICE simulation 
High rate 
New ITS 
B = 0.2T

ALICE TPC upgrade, http://cds.cern.ch/record/1622286

http://cds.cern.ch/record/1622286
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ITS

• Present ITS - 6 cylindrical layers 
‣ 2 layers each of SPD (Silicon Pixel Detector), SDD (Silicon Drift 

Detector) and SSD (double sided Silicon Strip Detector) 
‣ Rate limitation ~1 kHz in Pb-Pb 
‣ Poor statistical precision for charmed mesons at low pT 
‣ Cannot reconstruct charmed baryons in Pb-Pb collisions

15

ALICE – present ITS

4

• Present ITS consists of 6 cylindrical layers of silicon detectors – 2 layers each of 
Silicon Pixel Detector (SPD),  Silicon Drift Detector (SDD) and double sided 
Silicon microStrip Detector (SSD)

ALICE                                                                                                 Quark Matter 2014, Darmstadt  |  May 21,  2014 | Sabyasachi Siddhanta

Present ITS
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1.3 Upgrade overview 7
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Figure 1.1: Layout of the new ITS detector.

a particle was crossing a pixel is read out. The main functional elements of the new ITS are
introduced in the following section, while its main geometrical parameters are listed in Tab. 1.1.

As will be shown in Chap. 7, a new silicon tracker featuring the characteristics listed above
will enable the track position resolution at the primary vertex to be improved by a factor
of three or greater. The standalone tracking e�ciency would be comparable to what can be
presently achieved by combining the information of the ITS and the TPC, but extended to
much lower values of transverse momentum. The relative momentum resolution of the silicon
tracker standalone would be about 4% up to 2GeV/c and remain below 6% up to 20GeV/c.

1.3.2 Detector layout overview

The geometry and requirements of the new ITS provide a natural grouping of the seven layers
in two separate barrels (Inner Barrel and Outer Barrel), each with di↵erent specifications, as
shown in Figs. 1.1 and 1.2. The Inner Barrel consists of the three innermost layers, also referred
to as Inner Layers (Layers 0 to 2), while the Outer Barrel contains the four outermost layers,
also referred as Outer Layers (Layers 3 to 6). The ITS layers are azimuthally segmented in units
named Staves, which are mechanically independent. Staves are fixed to a support structure, half-
wheel shaped, to form the Half-Layers. The term Stave will be used to refer to the complete
detector element. It consists of the following main components:

• Space Frame: truss-like lightweight mechanical support structure for the single stave
based on composite material (carbon fiber).

• Cold Plate: carbon ply that embeds the cooling pipes.

• Hybrid Integrated Circuit: assembly consisting of the polyimide flexible printed circuit
(FPC) on which the Pixel Chips (2⇥ 7) and some passive components are bonded.

• Half-Stave: the Stave of the Outer Barrel is further segmented in azimuth in two halves,
named Half-Stave. Each Half-Stave consists of a number of modules glued on a common
cooling unit.

Design goals of ITS upgrade

• 7 layers of Monolithic Active Pixel Sensors 
‣ Improve a factor of 3-5 impact parameter resolution 

- Smaller radius of inner most layer, smaller pixel size, reduced material budget 

‣ Improve tracking efficiency and pT resolution at low pT 

- Increase number of layers & granularity  

‣ Fast readout & easy maintenance
16

Parameter Present 
ITS

New 
ITS

Pseudorapidity 
acceptance |η| < 0.9 |η| < 1.22

Radius of inner 
most layer 39 mm ~23 mm

Si thickness ~350 µm ~50 µm

Pixel size 50µmx425µm O(20µmx30µm)

Material budget 
per layer

Max. rate 
in Pb+Pb ~1 kHz ~100 kHz

~1.1%X0 ~0.3-0.8%X0
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Figure 7.12: Top panels: pointing resolution to the vertex of charged pions (left) and stand-
alone tracking e�ciency (right) as a function of the transverse momentum for the current ITS
and di↵erent options of the upgraded detector; see text for details. Bottom panels: transverse
momentum resolution for charged pions as a function of p

T

for the current ITS and di↵erent
options of the upgraded detector for the ITS stand-alone (left) and the ITS-TPC combined
tracking (right).
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Figure 7.13: Tracking e�ciency as a function of p
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for the upgraded ITS detector, assuming
di↵erent reduced detection e�ciency for all seven layers of the layout.

Expected performance

• Pointing resolution is improved by a factor of ~3(5) in rφ (z) 
direction 

‣ not affected by variations of material budget 

• Improve efficiency, particularly in low pT 

‣ slightly affected, e.g. in the range of 92-94% at 200 MeV/c in pT

17

ALICE ITS upgrade, http://cds.cern.ch/record/1625842/

Standalone tracking efficiency

http://cds.cern.ch/record/1625842/
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2

of D0, D+

s

and ⇤
c

(left) and of D0 and J/ from B decays (right) with estimated
statistical uncertainties for L

int

= 10nb�1.

scaling with hN
coll

i for the signal and a scaling factor obtained from the data for the background.
For J/ from B decays, a dedicated study to assess the significance in the class 10–40% was
carried out. The centrality class 10–40% was found to be optimal for the measurements with
lower significance, because the signal yield and the expected number of events are larger than
in 30–50%.

The v

2

measurement can be performed using the raw signal yields in two large intervals of
azimuthal angle ' with respect to the Event Plane (EP) direction  

EP

, determined for each
collision [70]: [�⇡/4 < �' < ⇡/4] [ [3⇡/4 < �' < 5⇡/4] (in-plane) and [⇡/4 < �' <

3⇡/4] [ [5⇡/4 < �' < 7⇡/4] (out-of-plane). Given the in-plane and out-of-plane yields, N
in

and N

out

, one has v

2

= (⇡/4) · (N
in

� N

out

)/(N
in

+ N

out

). In order to measure separately v

2

for prompt (charm) and secondary (beauty) D and J/ mesons, the prompt fraction will be
determined for the in-plane and out-of-plane signal using the impact parameter and pseudo-
proper decay length fits described in the previous sections. The statistical uncertainties on
v

2

were estimated considering that the relative statistical uncertainties on N

in

and N

out

arep
2/(1± v

2

) times larger, respectively, than those on the total raw yield N

tot

. This results in

the absolute statistical uncertainty �
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⇡ (⇡/4) · (1 � (4 v
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/⇡)2)/
p
1� v

2

2

· (�
N
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). The
actual numerical values of the uncertainties were calculated using v

2

(p
T

) for charm and beauty
mesons, as in the predictions of the BAMPS model [71].

Figure 8.21 (right) shows the v

2

for charm (left) and beauty (right) with the statistical un-
certainties for L

int

= 10nb�1. The systematic uncertainties can be expected to be rather small,
since most of them are common for the N

in

and N

out

raw yields and cancel in the v

2

ratio.

8.2.7 D meson fragmentation function in jets

The upgraded detector and the large integrated luminosity will enable the study of charm pro-
duction in jets in heavy-ion collisions, over a large range of the fragmentation momentum fraction
z = p

T

D

/p

T

Jet. Such measurements may provide insight into the energy loss of high-momentum
leading charm quarks, resulting in lower momentum (lower z) open charm particles reconstruc-
ted in jets, as well as on the importance of gluon splitting in heavy-flavour production [72]. The
improved reconstruction of the various heavy-flavour decay channels will largely enhance the
performance for tagging jets that contain heavy flavour.

Simulation studies with the new ITS show a modest improvement in the jet reconstruction

4 The ALICE Collaboration
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Figure 2: v2 as a function of pT for prompt D0, D+ and D∗+ mesons for Pb–Pb collisions in the centrality range
30–50%. The central value was obtained with the assumption vfeed-down2 = vprompt2 . Vertical error bars represent
the statistical uncertainty, empty boxes the systematic uncertainty due to the D meson anisotropy measurement
and the event-plane resolution, and shaded boxes show the uncertainty from the contribution of D mesons from B
feed-down.

the medium. These two quantities have not been measured. However, as it can be seen in Eq. (2), vall2
coincides with vprompt2 , independent of fprompt, if vfeed-down2 = vprompt2 . The assumption vfeed-down2 = vprompt2
was used to compute the central value of the results for the prompt D meson elliptic flow. The systematic
uncertainty related to this assumption is discussed below.

The contributions to the systematic uncertainty on the measured v2 originate from:

– determination of D meson yields and their anisotropy relative to the event plane (e.g. 10–30% in
4< pT < 6 GeV/c depending on the meson species);

– non-flow effects and centrality dependence in the event plane resolution (3%);

– B feed-down contribution (typically +45
−0 %).

The first contribution was estimated from the maximum deviation from the central v2 value obtained by
repeating the yield extraction in each pT and ∆ϕ interval when varying the fit configuration: different fit
functions were used for the background; the Gaussian width and mean were left as free parameters in
the fit; the yield was defined by counting the histogram entries in the invariant mass region of the signal,
after subtracting the background contribution estimated from a fit to the side bands.

The v2 result obtained with Eq. (1) was cross checked by using an independent technique based on fits to
the measured v2 of candidates as a function of their invariant mass,M [42]. Here v2(M)was obtained with
methods based on two-particle correlations, namely the scalar product [43] and the Q-cumulants [44].

It was checked that the results were stable against variations of the cuts applied for the selection of D
meson candidates, and that the reconstruction and selection efficiencies from Monte Carlo simulations
were compatible for the in-plane and out-of-plane D mesons.

The uncertainty on the correction factor R2 for the event plane resolution has two contributions. The
first one is due to the centrality dependence of R2. The average R2 in the 30-50% centrality interval
was computed assuming that the D meson yield is uniformly distributed as a function of centrality. A
systematic uncertainty of 2% was assigned by comparing this value with an alternative estimation of
the average where the R2 values in narrow centrality intervals were weighted with the D meson yields
measured in the same intervals. The second contribution to the R2 uncertainty arises from the presence
of non-flow correlations between the two sub-events used to compute the resolution. The systematic
uncertainty was estimated to be of 2.3% on the basis of the difference to the R2 value obtained using

PRL111, 102301 (2011)

Heavy flavor flow

• Precision D0 v2 measurements up to pT~16 GeV/c 

• Charm v2 down to pT~0 GeV/c with prompt D0 
‣ Beauty v2 can be also measured down to pT~0 GeV/c with B-decay 

D0

18

Present ITS New ITS

ALICE ITS upgrade, 
http://cds.cern.ch/record/1625842/

http://cds.cern.ch/record/1625842/
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by the presence of the beam pipe, which imposes a minimum polar angle of approximately 3�. The
parameters defining the MFT Standard Setup are summarised in Table 2.1.

Table 2.1: Dimensions and positions for the MFT planes in the MFT Standard Setup.

Plane
Int. radius Ext. radius Z location Pixel pitch Thickness

(cm) (cm) (cm) (µm) (% of X0)

0 2.5 11.0 -50

25 0.4
1 2.5 12.3 -58
2 3.0 13.7 -66
3 3.5 14.6 -72
4 3.5 15.5 -76

2.1.2 Full Simulations: the MFT in the AliRoot Framework

A description of the MFT geometry has been developed and implemented within the AliRoot frame-
work (which is the ALICE offline official computing code) for a full simulation of the detector re-
sponse. The entire flow of information, starting from the hits generated by the particles up to the
reconstructed clusters of pixels on the MFT planes, has been described in AliRoot by means of
dedicated C++ classes. The final stage of the full simulations is the creation of the global tracks
by matching the MUON tracks reconstructed in the Muon Spectrometer to the clusters found in
the MFT planes. Future developments will include a standalone tracking, aiming at reconstruct-
ing all the tracks in the MFT (MFT tracks), and a standalone vertexing, aiming to reconstruct the
position of the primary interaction and secondary vertices including collision pile-up effects. Stan-
dalone tracking and vertexing in the MFT will provide additional information improving the event

Figure 2.1: The MFT planes in a view including the beam pipe design. The Beryllium section of
the pipe is shown in red, while the blue parts are the Aluminum sections connected by the Aluminum
bellows (brown). Although included in the setup considered for the simulations, the VZERO detector is
not shown in this figure.

Muon Forward Tracker (MFT)
ALICE MFT upgrade, http://cds.cern.ch/record/1592659
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Figure 2.9: The global architecture of the online and o✏ine computing system (O2).

Each detector will split its data over several DDLs to accommodate their segmentation and476

read-out rate. The online and o✏ine computing system (O2) collects the data of the DDLs.477

Data (delimited by consecutive heartbeat events) will be assembled in two stages. The time478

frames delivered by the DDLs connected to the O2 will be assembled together on the basis of479

the time stamping. A first stage of reduction of the data volume will be applied in the O2
480

performing local data processing e.g. cluster or tracklet finder. Event Processing Nodes (EPN)481

perform the second level of data aggregation and a further reduction of the data volume will be482

applied in the EPN by performing a global processing allowing, for example, the reconstruction483

of the tracks and association of them to their primary vertex. This will allow disentanglement484

of the di↵erent interactions included in a timeframe and the performance of the event building.485

2.8 System control signals486

This section describes the system control signals. The ALICE system works with three control487

signals: the LHC clock, the trigger signal and the busy signal. Fig 2.10 illustrates the principle.488

LHC clock The upgraded ALICE read-out system tags each data sample with a bunch crossing489

number identifying the bunch crossing at which the signal has been sampled. For those detectors490

where the sampling time is longer than one bunch crossing the first bunch crossing at which the491

signal exceeded threshold is taken as reference. The TPC and MCH using the SAMPA ASIC492

are an example, where subsequent samples belonging to the same event are time-tagged with493

reference to the initial bunch crossing. The event building process relies on these bunch crossing494

tags to identify data samples belonging to the same event. As a consequence, each detector needs495

to receive a common reference timing signal, the LHC clock, which allows identifying the bunch496

crossing the event took place. The transmission of the clock signal is done to each of the detector497

front-end and read-out modules on a constant latency distribution network. That means once498

ALICE readout & trigger system, 
http://cds.cern.ch/record/1603472/

Readout & trigger system upgrade

ALICE FIT DETECTOR 

ALICE©  A Large Ion Collider Experiment  |  Prepared by  Artem Konevskikh, T. Karavicheva, and W.H.Trzaska, May 2014 

The LHC upgrade scheduled for 2018 will boost the luminosity and collision rate 
beyond the readout capability of the current forward trigger detectors. They will be 
replaced by the Fast Interaction Trigger (FIT). The concept of FIT has evolved from 
the experience gained by three ALICE groups: FMD, T0 and V0. FIT will incorporate 
modules with Cherenkov radiators (T0+) and modules with plastic scintillator plates 
(V0+) serviced by integrated electronics and readout. Both modules will use MCP-
PMT light sensors. This poster describes the Cherenkov option.  

FAST INTERACTION TRIGGER 

REQUIRED FUNCTIONALITY FOR FIT  
The upgraded trigger detector needs to provide ALICE with: 
 
!

DETECTOR CONCEPT 
Relativistic charged particles passing through an optical medium with refractive 
index greater than unity emit a cone of light known as Cherenkov radiation. In case 
of a quartz radiator with refractive index n = 1.458 the emission angle of photons is 
limited to θ/2 = 46.70. These forward emitted photons are reflected from the 
polished walls of the radiator and are focused on the MCP-PMT to which the 
radiator is optically coupled with special grease. T0+ detector modules and 
electronics are calibrated with remotely operated fast blue laser (401 nm) delivering 
the light via optical splitter and fibers to each MCP-PMT. 

The demand to maximize the efficiency for Minimum Bias events requires efficient 
coverage of the available space with detector modules. The envelopes defined by 
detector integration are a minimum inner radius of 50-60 mm and a maximum outer 
radius of 170-200 mm. Each MCP-PMT module will be divided into 4 equal parts by 
cutting the quartz radiator into 4 and arranging the 64 anode sectors into the 
corresponding 4 groups. As a result, each array on the A and on the C-side will 
function as 20 x 4=80 independent detector units. 

SYSTEM DESCRIPTION 

DETECTOR EFFICIENCY 

Dependence of the efficiency on the 
event centrality for PbPb collisions at 
√s = 5.5 TeV 

Efficiency comparison between the 
current V0 and the proposed T0-
Plus. Asterisks indicates that the 
simulations were done using a 
simplified geometry.  
 

MCP-PMT XP85012 PLANACON 
The XP85012 Planacon consists of a sealed, rectangular vacuum box of about 59 
x 59 x 28 mm3 housing a pair of microchannel plates in a chevron configuration. 
The pore size is 25µm with the length to diameter ratio of 40:1. There are two 
front window options available: Schott 8337B or UVFS(-Q). The spectral range is 
200-650 nm with peak sensitivity around 380 nm and an average quantum 
efficiency of 22%. A gain of 105 is typically reached at 1800 V, with the maximum 
possible gain on the order of 107. The cathode is subdivided into 64 square 
sections that can be read out individually or combined into bigger blocks. Both the 
ambient operating temperature range and the behavior in the magnetic field 
conform to the ALICE conditions inside the L3 magnet. Planacon has the largest 
relative (80%) and absolute (53 mm x 53 mm) active area and the lowest price per 
surface of all the commercially available MCP-PMTs, making it the prime choice 
for the T0 upgrade. 

INSTITUTES PARTICIPATING IN R&D  
Country( City( Ins,tute(
Denmark! Copenhagen! Niels!Bohr!Ins4tute,!University!of!Copenhagen!
Finland! Jyväskylä! Helsinki!Ins4tute!of!Physics!(HIP)!!

and!University!of!Jyväskylä!
Mexico! Mexico!City! Ins4tuto!de!Física,!UNAM!
Russia! Moscow! Ins4tute!for!Nuclear!Research!
Russia! Moscow! Moscow!Engineering!Physics!Ins4tute!
Russia! Moscow! Russian!Research!Centre!Kurchatov!Ins4tute!
USA! Chicago! Chicago!State!University!

Wladyslaw H. Trzaska, on behalf of ALICE Collaboration 

!  Minimum Bias trigger with efficiency comparable to the current V0 
!  Vertex determination performance at the level of the current T0 
!  Event Multiplicity determination capable of selecting and triggering 

on central as well as on semi-central collisions 
!  time resolution of better than 50 ps (current T0 performance) 
!  Precise collision time for TOF (required off line) 
!  Reduced signal latency (to be implemented already during LS1) 
!  Event plane determination 
!  Reliable and stable operation, capable of handling the LHC´s 

higher luminosity and bunch crossing frequency after LS2 
!  Minimal aging over the lifetime of upgraded ALICE 
!  No after pulses or other spurious signals 
!  Readout electronics compatible with TOF detector’s DRM&TRM 
!  Direct feedback to LHC on luminosity and beam condition  
!  Evaluation and rejection of beam-induced background 

TDR: CERN-LHCC-2013-019 / LHCC-TDR-015 

NEED TO UPGRADE 
Forward trigger upgrade; 
Fast Interaction Trigger (FIT) detector
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low granularity
pad-layers ≈1cm2,
longitudinally summed 
in segments

read-out boards 
for pad segments

pad-segments

high granularity pixel-layers 
effectively ≈1mm2,
likely using MAPS

tungsten layers
≈3.5mm thickness

Fig. 28: Schematic view of the longitudinal structure of the FoCal-E detector.

The MAPS readout is intrinsically slow and cannot provide a trigger signal, which will likely
be desirable in p+p collisions, where the interaction rate will be high. Secondly, while their
envisaged integration time, in the range of 5 µs, should be short enough to properly separate
different events in Pb+Pb collisions with maximum interaction rate of ⇠ 50 kHz, pile-up will
occur in p+p collisions where interaction rates of 200kHz or higher are envisaged. These effects
will be disentangled by matching clusters in the HGL and LGL layers in position and time.

The LGL will use conventional silicon pad sensors. It is foreseen to sum the analog signals of
pads at the same transverse location from different layers within a segment. The sum signals
would be routed out of the detector and digitized. The LGL readout will also provide trigger
capability. Section 5 gives further details on the construction and readout of the FoCal-E.

FoCal: high-granularity calorimeter 
at forward rapidity η~4-5*

* still in review phase, possible 
installation during LS3

http://cds.cern.ch/record/1592659
http://cds.cern.ch/record/1603472/


H. Masui / Univ. of Tsukuba

Summary

• DCAL will be ready in 2015 
‣ Half of DCAL has been installed in ALICE, other half will be installed 

this year 
‣ Commissioning is on-going 

• ALICE detector upgrades have been proposed for precision 
measurements on rare probes 

‣ Unique on heavy-flavor, low mass di-leptons in low pT 

• Inspecting 50 kHz of minimum bias Pb-Pb collisions 
‣ Key detector upgrades: TPC with GEM readout, ITS, DAQ 
‣ continuous readout for TPC and ITS & online event reconstruction 
‣ Significant efforts on detector R&D are on-going
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