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•Azimuthal anisotropy in p(d)+A collisions 

•HBT measurements in p(d)+A collisions 

•Event shape control study in A+A 
collisions
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that ⟨x⟩ =
⟨y⟩ = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

⟨r2 cos(2φpart)⟩2 + ⟨r2 sin(2φpart)⟩2

⟨r2⟩
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(⟨r2 sin(2φpart)⟩, ⟨r2 cos(2φpart)⟩) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = ⟨cos(2(φ − ψ2))⟩. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

⟨r2 cos(3φpart)⟩2 + ⟨r2 sin(3φpart)⟩2

⟨r2⟩
(7)

v3 ≡ ⟨cos(3(φ − ψ3))⟩, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(⟨r2 sin(3φpart)⟩, ⟨r2 cos(3φpart)⟩) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.
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FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.
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Initial Fluctuations

•Higher-order event-planes 
Alver et.al. PRC81.054905
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• Initial spatial anisotropy ⇒ 
Momentum anisotropy 

•Only second-order event-plane�2
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Differential vn measurements 

•Substantial higher order flow 
harmonics vn is observed in both 
RHIC and LHC energy ranges
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FIG. 4. (Color online) vn vs pT for several centrality inter-
vals. The shaded bands indicate the systematic uncertainties from
Tables I–V.

Figure 4 shows the pT dependence of v2–v6 for several
centrality intervals. All vn increase with pT in the range
up to 3–4 GeV and then decrease. However, they remain
positive even at the highest measured pT, where occasional
fluctuations to negative values do not exceed the statistical
precision. This turnover behavior in pT was also observed
at RHIC for v2 [28,65], and it is associated with the
transition from anisotropy driven by the collective expansion
to anisotropy driven by a path-length-dependent jet energy
loss [2,29]. The overall magnitude of vn also decreases with
increasing n, except in the most central events where v3 is the
largest.

Figure 5 shows the centrality dependence of vn for several
pT ranges. The centrality intervals are presented in 5% or 10%
increments, with an additional interval for the 1% most central
events. Going from central to peripheral events (from right to
left along the x axis), v2 first increases, reaching a maximum
in the 30%–50% centrality range, and then decreases. The
higher-order coefficients v3–v6 show a similar, but much
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FIG. 5. (Color online) vn vs centrality for six pT ranges from the
full FCal event plane method. The shaded bands indicate systematic
uncertainties from Tables I–V.

weaker, centrality dependence, and this behavior is consistent
with an anisotropy related to the fluctuations in the initial
geometry [32]. For most of the measured centrality range,
v2 is much larger than the other harmonic coefficients. In
central events, however, v3 and/or v4 becomes larger than v2
for some pT ranges. At high pT (>4 GeV), v2 increases toward
more peripheral events, presumably reflecting the dominance
of autocorrelations from dijets.

In an ideal hydrodynamics scenario, vn at low pT is a
power-law function of the radial expansion velocity of the
fluid, leading to the qualitative expectation that vn(pT) is
a power-law function of pT [9,66]. Previous RHIC results
have shown that v4/v

2
2 (or equivalently v

1/4
4 /v

1/2
2 ) is almost

independent of pT [48,49].3 Figure 6 shows v
1/n
n /v

1/2
2 vs pT

for various centrality intervals. These ratios vary weakly with
pT except in the 5% most central events, suggesting that such
a scaling relation largely accounts for the pT dependence.

3This v4 was measured relative to the !2 instead of the !4 reaction
plane and is known as mixed harmonics [4]. It can be regarded as a
projection of v4 measured in the !4 onto the !2.
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best resolution, are employed. The systematic uncertainties
for these measurements were estimated by detailed com-
parisons of the results obtained with the RXN, BBC,
and MPC event-plane detectors and subevent selections.
They are !3%, !8% and !20% for v2f!2g, v3f!3g, and
v4f!4g, respectively, for midcentral collisions and increase
by a few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event-plane detectors, pseudor-
apidity dependent nonflow contributions that may influ-
ence the magnitude of vnf!ng, such as jet correlations,
were shown [9] to be much less than all other uncertainties
for v2f!2g and v4f!2g.

The vnf!ng values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more central
collisions. The v2f!2g increases as expected from central
to semiperipheral collisions, following the expected in-
crease of "n with impact parameter [19,27,28]. The
v3f!3g and, albeit with less statistical significance, also
the v4f!4g appear to be much less centrality dependent,
with v3 values comparable to v2f!2g in the most central
events. This behavior is consistent with Glauber calcula-
tions of the average fluctuations of the generalized ‘‘trian-
gular’’ eccentricity "3 [25,26]. The Fig. 2 panels (b) and (d)
show comparisons of v2f!2g and v3f!3g to results from
hydrodynamic calculations. The pT and centrality trends
for both v2f!2g and v3f!3g are in good agreement with the
hydrodynamic models shown, especially at pT below
" 1 GeV=c.

Figure 3 compares the centrality dependence of v2f!2g
and v3f!3g with several additional calculations, demon-
strating both the new constraints the data provide and also
the robustness of hydrodynamics to the details of different
model assumptions for medium evolution. Alver et al. [27]
use relativistic viscous hydrodynamics in 2þ 1 dimen-
sions. Fluctuations are introduced for two different initial

conditions. For Glauber initial conditions, the energy den-
sity distribution in the transverse plane is proportional to a
superposition of struck nucleon and binary-collision den-
sities; in MC-KLN initial conditions the energy density
profile is further controlled by the dependence of the gluon
saturation momentum on the transverse position [16,17].
The Glauber-MC and MC-KLN initial state models are
paired with the values 4!"=s ¼ 1 and 2, respectively, to
reproduce the measured v2f!2g [8]. The viscosity differ-
ence compensates for the !20% difference between the
initial "2 values associated with each model. The two
models have similar "3, and thus the larger viscosity
needed with MC-KLN calculations to match v2, leads to
a much lower v3 than obtained with Glauber MC calcu-
lations. Consequently, our measurement of v3f!3g helps to
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FIG. 2 (color online). vnf!ng vs pT measured via the reaction-plane method for different centrality bins; 0%–10% are the most
central collisions. Shaded (gray and pink) and hatched (blue) areas around the data points indicate sizes of systematic uncertainties.
The curves in panels (b) and (d) are predictions for v2f!2g and v3f!3g from two hydrodynamic models, both using Glauber initial
conditions and 4!"=s ¼ 1, Alver et al. [27] and Schenke et al. [32].
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the data points indicate sizes of systematic uncertainties.
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Ridge & vn in p+Pb collisions

•Ridge and v2,3 are observed in high multiplicity 
p+Pb collision events
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are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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FIG. 3 (color online). Distributions of per-trigger yield in the
peripheral and the central event activity classes and their differ-
ences (solid symbols), for different ranges of pa

T and 0:5< pb
T <

4GeV, together with functions a0 þ 2a2 cos2!! (solid line) and
a0 þ 2a2 cos2!!þ 2a3 cos3!! (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bPZYAM) and central (bCZYAM) "E

Pb
T bins.
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
text), vs pa

T for 0:5< pb
T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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FIG. 3 (color online). Distributions of per-trigger yield in the
peripheral and the central event activity classes and their differ-
ences (solid symbols), for different ranges of pa

T and 0:5< pb
T <

4GeV, together with functions a0 þ 2a2 cos2!! (solid line) and
a0 þ 2a2 cos2!!þ 2a3 cos3!! (dashed line) obtained via a
Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
peripheral (bPZYAM) and central (bCZYAM) "E
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
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T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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Fourier decomposition (see text). The values for the ZYAM-
determined pedestal levels are indicated on each panel for
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
text), vs pa

T for 0:5< pb
T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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are shown in panels (c) and (d). Qualitatively, the differ-
ences have a similar pa

T dependence and magnitude on the
near-side and away-side; they rise with pa

T and reach a
maximum around 3–4 GeV. This pattern is visible for the
near-side even before subtraction, as shown in panel (a),
but is less evident in the unsubtracted away-side due to the
dominant contribution of the recoil component. A similar
dependence is observed for long-range correlations in
Pbþ Pb collisions at approximately the same pT [22,23].

The relative amplitude of the cosn!! modulation of
!Yð!!Þ, cn, for n ¼ 2; 3 can be estimated using an, and
the extracted value of bZYAM for central events,

cn ¼ an=ðbCZYAM þ a0Þ: (3)

Figure 4(e) shows c2 and c3 as a function of pa
T for 0:5<

pb
T < 4 GeV. The value of c2 is much larger than c3 and

exhibits a behavior similar to !Yð!!Þ at the near-side and
away-side. Using the techniques discussed in Ref. [23], cn
can be converted into an estimate of sn, the average nth
Fourier coefficient of the event-by-event single-particle !
distribution, by assuming the factorization relation
cnðpa

T; p
b
TÞ ¼ snðpa

TÞsnðpb
TÞ. From this, snðpa

TÞ is calculated
as snðpa

TÞ ¼ cnðpa
T; p

b
TÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cnðpb

T; p
b
TÞ

q
, where cnðpb

T; p
b
TÞ is

obtained from Eq. (3) using the an extracted from the
difference between the central and peripheral data shown
in Fig. 2(c). The s2ðpa

TÞ values obtained this way exceed 0.1

at%2–4 GeV, as shown in Fig. 4(f). The s3ðpa
TÞ values are

smaller than s2ðpa
TÞ over the measured pT range. The

factorization relation used to compute s2ðpa
TÞ is found to

be valid within 10%–20% when selecting different sub-
ranges of pb

T within 0.5–4 GeV, while the precision of
s3ðpa

TÞ data does not allow a quantitative test of the facto-
rization. The analysis is also repeated for correlation func-
tions separately constructed from like-sign pairs and
unlike-sign pairs, and the resulting cn and sn coefficients
are found to be consistent within their statistical and sys-
tematic uncertainties.
In summary, ATLAS has measured two-particle correla-

tion functions in
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5:02 TeV pþ Pb collisions in
different intervals of "EPb

T over 2< j!"j< 5. An away-
side contribution is observed that grows rapidly with
increasing"EPb

T andwhichmatchesmany essential features
of the near-side ridge observed here, as well as in previous
high-multiplicity pþ p, pþ Pb and Pbþ Pb data at the
LHC. Thus, while the ridge in pþ p and pþ Pb collisions
has been characterized as a near-side phenomenon, these
results show that it has both near-side and away-side com-
ponents that are symmetric around !!% #=2, with a !!
dependence that is approximately described by a cos2!!
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FIG. 4 (color online). Integrated per-trigger yields, Yint (see
text), vs pa

T for 0:5< pb
T < 4 GeV in peripheral and central

events, on the (a) near-side and (b) away-side. The panels (c)
and (d) show the difference, !Yint. Panels (e) and (f) show the pT

dependence of cn and sn for n ¼ 2; 3, respectively. The error
bars and shaded boxes represent the statistical and systematic
uncertainties, respectively.
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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Ridge and v2 in d+Au collisions

•Peripheral subtraction at 0.48<|Δη|<0.7	


•None zero v2 is observed in 0-5% d+Au collisions, 

• Similar pT dependence of v2 in 0-2% p+Pb collisions 

• Consistent with hydrodynamics calculations

6

closely to the LHC results. We use central and peripheral
event samples comprising the top 5% and 50%–88% of the
total charge distributions, respectively.

This analysis considers charged hadrons measured
within the two PHENIX central arm spectrometers. Each
arm covers nominally !=2 in azimuth and has a pseudor-
apidity acceptance of j"j< 0:35. Charged tracks are
reconstructed using drift chambers with a hit association
requirement in two layers of multiwire proportional cham-
bers with pad readout; the momentum resolution is 0:7% !
1:1%pðGeV=cÞ. Electrons are rejected with a veto in the
ring-imaging Čerenkov counters.

All pairs satisfying the tracking cuts within an event are
measured. The yield of pairs satisfying tracking and parti-
cle identification cuts is corrected for azimuthal acceptance
through the use of mixed-event distributions. The condi-

tional yield of pairs is determined by ð1=NtÞ$
ðdNpairs=d!#Þ / ðdNpairs

same=d!#=dNpairs
mix =d!#Þ where Nt

is the number of trigger hadrons (trigger hadrons are those
having the momenta required to begin the search for a pair

of hadrons) and Npairs
same (N

pairs
mix ) is the number of pairs from

the same (mixed) events. Mixed pairs are constructed with
particles from different events within the same 5% central-
ity class and with event vertices within 5 cm of each other.
Because the focus of this analysis is on the shape of the
distributions, no correction is applied for the track recon-
struction efficiency, which has a negligible dependence on
centrality for dþ Au track multiplicities.

To make direct comparisons between our measurements
and recent ATLAS pþ Pb results [9], we follow a similar
analysis procedure. Charged hadrons with 0:5< pT <
3:5 GeV=c are used. For this analysis, each pair includes
at least one particle at low pT (0:5<pT < 0:75 GeV=c),
which enhances the sensitivity to the nonjet phenomena.
Tominimize the contribution from small-angle correlations
arising from resonances, Bose-Einstein correlations, and
jet fragmentation, pairs are restricted to pseudorapidity
separations of 0:48< j!"j< 0:7. This !" gap is
chosen to be as large as possible within the tracking accep-
tance, while still preserving an adequate statistical sample
size. Unlike measurements at the LHC, this method is not
sensitive to the pseudorapidity extent of the correlations.

The conditional yield owing to azimuthally uncorrelated
background is estimated by means of the zero-yield-at-
minimum (ZYAM) procedure [24]. This background con-
tribution is obtained for both the central and peripheral
samples by performing fits to the conditional yields using a
functional form composed of a constant pedestal and two
Gaussian peaks, centered at !# ¼ 0 and !. The minimum
of this function, bZYAM, is subtracted from the conditional
yields, and the result is: Yð!#Þ ' ð1=NtÞðdNpairs=d!#Þ (
bZYAM The conditional yields Ycð!#Þ and Ypð!#Þ (central
and peripheral events, respectively) are shown in Fig. 1,
along with their difference !Yð!#Þ ' Ycð!#Þ (
Ypð!#Þ. As in Ref. [9], this subtraction removes any

centrality independent correlations, such as effects from
unmodified jet fragmentation, resonances and HBT. In the
absence of any centrality dependence, Ycð!#Þ and Ypð!#Þ
should be identical. It is notable that any signal in the
peripheral events is subtracted from the central events.
We see that Ycð!#Þ is significantly larger than Ypð!#Þ
for !# near 0 and !.
We find that the difference with centrality is well

described by the symmetric form: !Yð!#Þ ) a0 þ
2a2 cosð2!#Þ as demonstrated in Fig. 1. The coefficients
an and their statistical uncertainties are computed from the
!Yð!#Þ distributions as: an ¼ h!Yð!#Þ cosðn!#Þi. The
cosð2!#Þ modulation appears as the dominant component
of the anisotropy for all pT combinations.
To quantify the relative amplitude of the azimuthal modu-

lation, we define cn ' an=ðbcZYAM þ a0Þ, where bcZYAM is
bZYAM in central events. c2 and c3 are shown as a function of
associated pT in Fig. 2 for central (0%–5%) collisions.

FIG. 1 (color online). Azimuthal conditional yields, Yð!#Þ,
for (open [black] squares) 0%–5% most central and (open
[black] circles) peripheral (50%–88% least central) collisions
with a minimum !" separation of 0.48 units. Difference
!Yð!#Þ (filled [blue] circles), which is ([blue] curve) fit to a0 þ
2a2 cosð2!#Þ, where a0 and a2 are computed directly from the
data. (shaded [blue] band) Statistical uncertainty on a2. The
bottom left (right) panel shows the same quantity for same-
sign (opposite-sign) pairs.
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closely to the LHC results. We use central and peripheral
event samples comprising the top 5% and 50%–88% of the
total charge distributions, respectively.

This analysis considers charged hadrons measured
within the two PHENIX central arm spectrometers. Each
arm covers nominally !=2 in azimuth and has a pseudor-
apidity acceptance of j"j< 0:35. Charged tracks are
reconstructed using drift chambers with a hit association
requirement in two layers of multiwire proportional cham-
bers with pad readout; the momentum resolution is 0:7% !
1:1%pðGeV=cÞ. Electrons are rejected with a veto in the
ring-imaging Čerenkov counters.

All pairs satisfying the tracking cuts within an event are
measured. The yield of pairs satisfying tracking and parti-
cle identification cuts is corrected for azimuthal acceptance
through the use of mixed-event distributions. The condi-

tional yield of pairs is determined by ð1=NtÞ$
ðdNpairs=d!#Þ / ðdNpairs

same=d!#=dNpairs
mix =d!#Þ where Nt

is the number of trigger hadrons (trigger hadrons are those
having the momenta required to begin the search for a pair

of hadrons) and Npairs
same (N

pairs
mix ) is the number of pairs from

the same (mixed) events. Mixed pairs are constructed with
particles from different events within the same 5% central-
ity class and with event vertices within 5 cm of each other.
Because the focus of this analysis is on the shape of the
distributions, no correction is applied for the track recon-
struction efficiency, which has a negligible dependence on
centrality for dþ Au track multiplicities.

To make direct comparisons between our measurements
and recent ATLAS pþ Pb results [9], we follow a similar
analysis procedure. Charged hadrons with 0:5< pT <
3:5 GeV=c are used. For this analysis, each pair includes
at least one particle at low pT (0:5<pT < 0:75 GeV=c),
which enhances the sensitivity to the nonjet phenomena.
Tominimize the contribution from small-angle correlations
arising from resonances, Bose-Einstein correlations, and
jet fragmentation, pairs are restricted to pseudorapidity
separations of 0:48< j!"j< 0:7. This !" gap is
chosen to be as large as possible within the tracking accep-
tance, while still preserving an adequate statistical sample
size. Unlike measurements at the LHC, this method is not
sensitive to the pseudorapidity extent of the correlations.

The conditional yield owing to azimuthally uncorrelated
background is estimated by means of the zero-yield-at-
minimum (ZYAM) procedure [24]. This background con-
tribution is obtained for both the central and peripheral
samples by performing fits to the conditional yields using a
functional form composed of a constant pedestal and two
Gaussian peaks, centered at !# ¼ 0 and !. The minimum
of this function, bZYAM, is subtracted from the conditional
yields, and the result is: Yð!#Þ ' ð1=NtÞðdNpairs=d!#Þ (
bZYAM The conditional yields Ycð!#Þ and Ypð!#Þ (central
and peripheral events, respectively) are shown in Fig. 1,
along with their difference !Yð!#Þ ' Ycð!#Þ (
Ypð!#Þ. As in Ref. [9], this subtraction removes any

centrality independent correlations, such as effects from
unmodified jet fragmentation, resonances and HBT. In the
absence of any centrality dependence, Ycð!#Þ and Ypð!#Þ
should be identical. It is notable that any signal in the
peripheral events is subtracted from the central events.
We see that Ycð!#Þ is significantly larger than Ypð!#Þ
for !# near 0 and !.
We find that the difference with centrality is well

described by the symmetric form: !Yð!#Þ ) a0 þ
2a2 cosð2!#Þ as demonstrated in Fig. 1. The coefficients
an and their statistical uncertainties are computed from the
!Yð!#Þ distributions as: an ¼ h!Yð!#Þ cosðn!#Þi. The
cosð2!#Þ modulation appears as the dominant component
of the anisotropy for all pT combinations.
To quantify the relative amplitude of the azimuthal modu-

lation, we define cn ' an=ðbcZYAM þ a0Þ, where bcZYAM is
bZYAM in central events. c2 and c3 are shown as a function of
associated pT in Fig. 2 for central (0%–5%) collisions.

FIG. 1 (color online). Azimuthal conditional yields, Yð!#Þ,
for (open [black] squares) 0%–5% most central and (open
[black] circles) peripheral (50%–88% least central) collisions
with a minimum !" separation of 0.48 units. Difference
!Yð!#Þ (filled [blue] circles), which is ([blue] curve) fit to a0 þ
2a2 cosð2!#Þ, where a0 and a2 are computed directly from the
data. (shaded [blue] band) Statistical uncertainty on a2. The
bottom left (right) panel shows the same quantity for same-
sign (opposite-sign) pairs.
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To further investigate the origin of this effect, we plot, in
Fig. 4, the PHENIX results for both dþ Au and Auþ Au
scaledby the eccentricity ("2), as calculated in aMC-Glauber
model, as a function of the charged-particle multiplicity at
midrapidity. Due to the lack of available multiplicity data for
the dþ Au centrality selection the dNch=d! value is calcu-
lated from HIJING [27]. The 0%–5% dþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV have a dNch=d! similar to those of mid-
central pþ Pb collisions at the LHC, while the "2 values for
dþ Au collisions are about 50% larger than those calculated
for the midcentral pþ Pb collisions. The key observation is
that the ratiov2="2 is consistent betweenRHICand theLHC,
despite the factor of 25 difference in collision center of mass
energy.A continuation of this trend is seen by also comparing
to v2="2 as measured in Auþ Au [34–36] and Pbþ Pb
[37,38] collisions. The "2 values calculated depend on the
nucleon representation used in the MC-Glauber model. In
large systems, this uncertainty is small, but in small systems,
such as dþ Au, this uncertainty becomes much more sig-
nificant. For illustration, "2 has been calculated using three
different representations of the participating nucleons, point-
like centers, Gaussians with " ¼ 0:4 fm, and uniform disks
with R ¼ 1 fm for the PHENIX data. The scaling feature is
robust against these geometric variations, which leads to an
approximately 30% difference in the extracted "2 in dþ Au
collisions (othermodels, e.g., Ref. [32], could produce larger
variations).

In summary, a two-particle anisotropy at midrapidity in
the 5% most central dþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV is observed. The excess yield in central com-
pared to peripheral events is well described by a quadru-
pole shape. The signal is qualitatively similar, but with a
significantly larger amplitude than that observed in long-
range correlations in pþ Pb collisions at much higher

energies. While our acceptance does not allow us to
exclude the possibility of centrality dependent modifica-
tions to the jet correlations, the subtraction of the periph-
eral jetlike correlations has been checked both by varying
the !! cuts and exploiting the charge sign dependence of
jet-induced correlations. The observed results are in agree-
ment with a hydrodynamic calculation for dþ Au colli-
sions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV.
We find that scaling the results from RHIC and the LHC

by the initial second-order participant eccentricity from the
MC-Glauber model [14] may bring the results to a com-
mon trend as a function of dNch=d!. This may suggest that
the phenomena observed here are sensitive to the initial
state geometry, and that the same underlying mechanism
may be responsible in both pþ Pb collisions at the LHC
and dþ Au collisions at RHIC. It may also imply a rela-
tionship to the hydrodynamical understanding of v2 in
heavy ion collisions. The observation of v2 at both RHIC
and the LHC provides important new information. Models
intended to describe the data must be capable of also
explaining their persistence as the center of mass energy
is varied by a factor of 25 from RHIC to the LHC.
We thank the staff of the Collider-Accelerator and

Physics Departments at Brookhaven National Laboratory
and the staff of the other PHENIX participating institutions
for their vital contributions. We acknowledge support
from the Office of Nuclear Physics in the Office of
Science of the Department of Energy, the National
Science Foundation, Abilene Christian University

 (GeV/c)
T

±hp
0.5 1.0 1.5 2.0 2.5 3.0 3.5

2v

0.00

0.05

0.10

0.15

0.20

0.25

0.30  [0.48,0.7]∈|η∆PHENIX, 200 GeV, d+Au, 0-5%, |
 [2,5]∈|η∆ATLAS, 5.02 TeV, p+Pb, 0-2%, |

Bozek, priv. comm.,
Bzdak, et al. 1304.3403, priv comm:

 = 20part/s = 0.08, IP-Glasma, Nη 
 = 20part/s = 0.08, MC-Glauber, Nη 

=200 GeVNNshydro., d+Au 

FIG. 3 (color online). Charged hadron second-order anisot-
ropy, v2, as a function of transverse momentum for (filled
[blue] circles) PHENIX and (open [black] squares) ATLAS
[9]. Also shown are hydrodynamic calculations from Bozek
[14,31] (dotted [blue] curve) and Bzdak et al. [32,39] for
impact-parameter glasma initial conditions (solid curve) and
the MC-Glauber model initial conditions (dashed curve).

FIG. 4 (color online). The eccentricity-scaled anisotropy,
v2="2, vs charged-particle multiplicity (dNch=d!) for dþ A
and pþ Pb collisions [8,9]. Also shown are Auþ Au data atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [34–36] and Pbþ Pb data at
ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV [37,38]. The v2 are for similar pT selections. The
colored curves are for different nucleon representations in the "2
calculation in the MC-Glauber model. The errors shown are
statistical only and only shown on the dþ Au point with the
pointlike centers "2 for clarity. Owing to the lack of available
multiplicity data in pþ Pb and dþ Au collisions, the dNch=d!
values for those systems are calculated from HIJING [27]. All
dNch=d! values are in the center of mass system.
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Initial or Final State Effect?

•Both initial state (CGC) and final state (hydro) effects 
can explain vn in small collisions systems 

•Need more constraints by differential measurements

7
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Long-range rapidity correlations

•Muon Piston Calorimeter (MPC) : at 3<|η|<4	


•Rapidity separation of |Δη|>2.75 is achieved by 
measuring correlations between tracks (|η|<0.35) and 
MPC towers 

8

PRC.72.031901MPC Au-going

MPC d-going
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Track-tower angular correlations

9

s(��) =
d(�towerN track�tower

same )
d(��)

C(��) =
S(��)

�
M(��)

M(��)
�

S(��)

�tower

N track�tower
same

�� = �tower � �track

M(��)

: Transverse Energy of each tower  
(Proportional to multiplicity)

: Number of Track-Tower Pairs in same events

: Track-Tower correlations in mixed events

: Correlation Function  
by Event Mixing

: Track-Tower correlations  
in same events
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Correlations in p+p and 0-5% d+Au 
collisions

•Ridge is observed in 0-5% d+Au collisions, which is not 
observed in p+p collisions

10

4

The data were obtained from p+p in the 2008 and 2009
experimental runs and d+Au in the 2008 run with the
PHENIX detector. The event centrality class in d+Au
collisions is determined as a percentile of the total charge
measured in the PHENIX beam-beam counter covering
�3.9 < ⌘ < �3.0 on the Au-going side [16]. For the top
5% central d+Au collisions, the corresponding number of
binary collisions and number of participants are 18.1±1.2
and 17.8± 1.2 respectively [16].

Charged particles used in this analysis are recon-
structed in the two PHENIX central-arm tracking sys-
tems, consisting of drift chambers and multi-wire propor-
tional pad chambers (PC) [17]. Each arm covers ⇡/2 in
azimuth and |⌘| < 0.35, and the tracking system achieves
a momentum resolution of 0.7%�1.1%p GeV/c.

The drift-chamber tracks are matched to hits in the
third layer of the PC, reducing the contribution of
tracks originating from decays and photon conversions.
Hadron identification is achieved using the time-of-flight
detectors, with di↵erent technologies in the east and
west arms, for which the timing resolutions are 130 ps
and 95 ps, respectively. Pions and (anti)proton tracks
are identified with over 99% purity at momenta up to
3 GeV/c [18, 19] in both systems.

Energy deposited at large rapidity in the Au-going di-
rection is measured by the towers in the south-side Muon
Piston Calorimeter (MPC-S) [20]. The MPC-S comprises
192 towers of PbWO4 crystal covering 2⇡ in azimuth and
�3.7 < ⌘ < �3.1 in pseudorapidity, with each tower sub-
tending approximately �⌘⇥�� ⇡ 0.12⇥0.18. Over 95% of
the energy detected in the MPC is from photons, which
are primarily produced in the decays of ⇡0 and ⌘ mesons.
Photons are well localized, as each will deposit over 90%
of its energy into one tower if it hits the tower’s center.
To avoid the background from noncollision noise sources
and cut out the deposits by minimum ionization parti-
cles (⇠ 245 MeV), we select towers with deposited energy
ETower > 3 GeV.

We first examine the long-range azimuthal angular cor-
relation of pairs consisting of one track in the central
arm and one tower in the MPC-S. Because the towers
are mainly fired by photons, and the azimuthal extent
of each energy deposition is much smaller than the size
of azimuthal angular correlation from jet or elliptic flow,
these track-tower pair correlations will be good proxies
for hadron-photon correlations without attempting to re-
construct individual photon showers. We construct the
signal distribution S(��, pT ) of track-tower pairs over
relative azimuthal opening angle �� ⌘ �Track � �Tower,
each with weight wtower, in bins of track transverse mo-
mentum pT .

S(��, pT ) =
d(wTowerN

Track(pT )�Tower
Same event )

d��
(1)

Here �Track is the azimuth of the track as it leaves the
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FIG. 1: The azimuthal correlation functions C(��, pT ), as
defined in Eq. 2, for track-tower pairs with di↵erent track
pT selections in 0%–5% central d+Au collisions (left) and
minimum bias p+p collisions (right) at

p
sNN = 200 GeV.

From top to bottom, the track pT bins are 0.2–1.0 GeV/c,
1.0%–2.0 GeV/c and 2.0%–4.0 GeV/c. The pairs are formed
between charged tracks measured in the PHENIX central
arms at |⌘| < 0.35 and towers in the MPC-S calorimeter
(�3.7 < ⌘ < �3.1, Au-going). A near-side peak is observed
in the central d+Au which is not seen in minimum bias p+p.
Each correlation function is fit with a four-term Fourier co-
sine expansion; the individual components n = 1 to n = 4 are
drawn on each panel, together with the fit function sum.

primary vertex, �Tower is the azimuth of the center of the
calorimeter tower. The wTower is chosen as the tower’s
transverse energy ET = ETower sin (✓Tower). This quan-
tity is found to be less sensitive to occupancy e↵ects
which result from multiple hits in the same tower, or a
single hit which distributes its signal between more than
one tower. To correct for the nonuniform PHENIX az-
imuthal acceptance in the central arm tracking system,
we then construct the corresponding “mixed-event” dis-
tribution M(��, pT ) over track-tower pairs, where the
tracks and tower signals are from di↵erent events in the
same centrality and vertex position class. We then con-
struct the normalized correlation function

C(��, pT ) =
S(��, pT )

M(��, pT )

R 2⇡
0

M(��, pT ) d��
R 2⇡
0

S(��, pT ) d��
(2)

whose shape is proportional to the true pairs distribution
over ��.
Figure 1 shows the correlation functions C(��, pT ) for

di↵erent pT bins, for the top 5% most central d+Au
collisions and for minimum bias p+p collisions. Near
head-on d+Au collisions show a visible enhancement of

Ridge No Ridge
arXiv:1404.7461
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“Au-going” & “d-going”

•Ridge is observed in “Au-going” direction 

•No ridge is observed in “d-going” direction 

•Non-zero cos2Δφ is observed in both directions 
11
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Ridge No Ridge
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Centrality dependence in “Au-
going” direction 

•Ridge is observed only in most-
central d+Au collisions 

•None-zero cos2Δφ is observed in all 
centralities

12

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04 a) d+Au 0-5% (BBC_Au)
<3.0 GeV/c

T,trig
1.0<p

|<0.35
trig
η|

<-3.1ηAsso: Au-going, -3.7<
0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

)φ∆cos(nn2cΣ1+

)φ∆cos(11+2c
)φ∆cos(221+2c
)φ∆cos(331+2c
)φ∆cos(441+2c

b) d+Au 5-10%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 c) d+Au 10-20%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 d) d+Au 20-40%

-1 0 1 2 3 4

0.96

0.98

1.00

1.02

1.04

1.06 e) d+Au 40-60%

-1 0 1 2 3 4
0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08 f) d+Au 60-88%

φ∆ φ∆

)φ
∆

C
(

)φ
∆

C
(

)φ
∆

C
(

�� ����
����������	

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04 a) d+Au 0-5% (BBC_Au)
<3.0 GeV/c

T,trig
1.0<p

|<0.35
trig
η|

<-3.1ηAsso: Au-going, -3.7<
0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

)φ∆cos(nn2cΣ1+

)φ∆cos(11+2c
)φ∆cos(221+2c
)φ∆cos(331+2c
)φ∆cos(441+2c

b) d+Au 5-10%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 c) d+Au 10-20%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 d) d+Au 20-40%

-1 0 1 2 3 4

0.96

0.98

1.00

1.02

1.04

1.06 e) d+Au 40-60%

-1 0 1 2 3 4
0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08 f) d+Au 60-88%

φ∆ φ∆

)φ
∆

C
(

)φ
∆

C
(

)φ
∆

C
(

�� ����
����������	

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04 a) d+Au 0-5% (BBC_Au)
<3.0 GeV/c

T,trig
1.0<p

|<0.35
trig
η|

<-3.1ηAsso: Au-going, -3.7<
0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

)φ∆cos(nn2cΣ1+

)φ∆cos(11+2c
)φ∆cos(221+2c
)φ∆cos(331+2c
)φ∆cos(441+2c

b) d+Au 5-10%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 c) d+Au 10-20%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 d) d+Au 20-40%

-1 0 1 2 3 4

0.96

0.98

1.00

1.02

1.04

1.06 e) d+Au 40-60%

-1 0 1 2 3 4
0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08 f) d+Au 60-88%

φ∆ φ∆
)φ

∆
C

(
)φ

∆
C

(
)φ

∆
C

(

�� ����
����������	

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04 a) d+Au 0-5% (BBC_Au)
<3.0 GeV/c

T,trig
1.0<p

|<0.35
trig
η|

<-3.1ηAsso: Au-going, -3.7<
0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

)φ∆cos(nn2cΣ1+

)φ∆cos(11+2c
)φ∆cos(221+2c
)φ∆cos(331+2c
)φ∆cos(441+2c

b) d+Au 5-10%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 c) d+Au 10-20%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 d) d+Au 20-40%

-1 0 1 2 3 4

0.96

0.98

1.00

1.02

1.04

1.06 e) d+Au 40-60%

-1 0 1 2 3 4
0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08 f) d+Au 60-88%

φ∆ φ∆

)φ
∆

C
(

)φ
∆

C
(

)φ
∆

C
(

�� ����
����������	

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04 a) d+Au 0-5% (BBC_Au)
<3.0 GeV/c

T,trig
1.0<p

|<0.35
trig
η|

<-3.1ηAsso: Au-going, -3.7<
0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

)φ∆cos(nn2cΣ1+

)φ∆cos(11+2c
)φ∆cos(221+2c
)φ∆cos(331+2c
)φ∆cos(441+2c

b) d+Au 5-10%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 c) d+Au 10-20%

0.97

0.98

0.99

1.00

1.01

1.02

1.03

1.04

1.05 d) d+Au 20-40%

-1 0 1 2 3 4

0.96

0.98

1.00

1.02

1.04

1.06 e) d+Au 40-60%

-1 0 1 2 3 4
0.94

0.96

0.98

1.00

1.02

1.04

1.06

1.08 f) d+Au 60-88%

φ∆ φ∆

)φ
∆

C
(

)φ
∆

C
(

)φ
∆

C
(

�� ����
����������	

arXiv:1404.7461



T. TodorokiNagoya Mini-Workshop

Centrality dependence in “d-going” 
direction 
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•No ridge is observed even in most-central 

•None-zero cos2Δφ is observed in all 
centralities, cos2Δφ overwhelmed by cos1Δφ 

•What if peripheral subtraction? 

•Subtraction method appears to be important 
when discussing correlation shapes

arXiv:1404.7461
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Ridge across |Δη|>6

•ET integrated tower-tower correlations 

•Forward-Backward correlations show a ridge across |Δη|>6!! 

•Unlike jet effects
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v2 with more rapidity gap

•EP method using MPC : MPC-CNT rapidity gap |Δη|>2.75 

•Sizable v2 observed across large rapidity gap
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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PID vn in p(d)+A

•Mass dependence in low pT  

•Baryon/Meson difference at intermediate pT 

•Qualitatively consistent with hydrodynamics.
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2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-

PHENIX arXiv:1404.7461v1 
ALICE Phys.Let.B726.164-177 
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Figure 7 also shows (solid lines) the recoil component estimated from the low event-activity class (EPb

T < 10 GeV)
via the rescaling procedure discussed in Sec. III D. The yield difference between the away-side and the near-side in
this pT range is reproduced by this estimate of the recoil component. In other pT ranges, a systematic difference
between the recoil component and the yield difference is observed and is attributed to the contribution of a genuine
dipolar flow, v1,1, to the correlation function (see discussion in Sec. IVC).
To quantify the ∆φ dependence of the measured long-range correlations, the first five harmonics of the correlation

functions, v1 to v5, are extracted via the procedure described in Sec. III E. The following section summarizes the
results for v2–v5, and the results for v1 are discussed in Sec. IVC.

B. Fourier coefficients v2–v5

Figure 8 shows the v2, v3, and v4 obtained using the 2PC method described in Sec. III E for 1 < pbT < 3 GeV.
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FIG. 8: The Fourier coefficients v2, v3, and v4 as a function of paT extracted from the correlation functions for events with
N rec

ch ≥ 220, before (denoted by vunsubn ) and after (denoted by vn) the subtraction of the recoil component. Each panel shows
the results for one harmonic. The pairs are formed from charged particles with 1 < pbT < 3 GeV and |∆η| > 2. The error bars
and shaded boxes represent the statistical and systematic uncertainties, respectively.

The results are shown both before (denoted by vunsubn ) and after the subtraction of the recoil component (Eq. (6)).
The recoil contribution affects slightly the vn values for trigger pT < 3 GeV, but becomes increasingly important for
higher trigger pT and higher-order harmonics. This behavior is expected as the dijet contributions, the dominant
contribution to the recoil component, increase rapidly with pT (for example see Fig. 5 or Ref. [9]). At high pT, the
contribution of dijets appears as a narrow peak at the away-side, leading to vunsubn coefficients with alternating sign:
(−1)n [9]. In contrast, the vn values after recoil subtraction are positive across the full measured pT range. Hence,
the recoil subtraction is necessary for the reliable extraction of the long-range correlations, especially at high pT.
Figure 9 shows the trigger pT dependence of the v2–v5 in severalN rec

ch event classes. The v5 measurement is available
only for three event-activity classes in a limited pT range. All flow harmonics show similar trends, i.e. they increase
with pT up to 3–5 GeV and then decrease, but remain positive at higher pT. For all event classes, the magnitude of the
vn is largest for n = 2, and decreases quickly with increasing n. The ATLAS data are compared to the measurement
by the CMS experiment [28] for an event-activity class in which the number of offline reconstructed tracks, Noff

trk,
within |η| < 2.4 and pT > 0.4 GeV is 220 ≤ Noff

trk < 260. This is comparable to the 220 ≤ N rec
ch < 260 event class used

in the ATLAS analysis. A similar recoil removal procedure, with Noff
trk < 20 as the peripheral events, has been used

for the CMS data. Excellent agreement is observed between the two results.
The extraction of the vn from vn,n relies on the factorization relation in Eq. (9). This factorization is checked by

calculating vn using different ranges of pbT for events with N rec
ch ≥ 220 as shown in Fig. 10. The factorization behavior

Y sub(��) = Y (��)� �Y corr
peri (��)

ATLAS arXiv:1409.1792v1 8
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FIG. 4: The 2-D correlation function in ∆φ and ∆η for events with N rec
ch ≥ 220 (a) before and (b) after subtraction of the

peripheral yield. Panel (c) shows the corresponding 1-D correlation functions in ∆φ for pairs integrated over 2 < |∆η| < 5
from panels (a) and (b), together with Fourier fits including the first five harmonics. Panel (d) shows the 2nd,3rd, and 4th-order
Fourier coefficients as a function of |∆η| calculated from the 2-D distributions in panel (a) or panel (b), represented by the
open or filled symbols, respectively. The error bars and shaded boxes are statistical and systematic uncertainties, respectively.

correlation component using the peripheral events and is then subtracted,

Y sub(∆φ,∆η) = Y (∆φ,∆η)− αY corr
peri (∆φ,∆η), Y sub(∆φ) = Y (∆φ)− αY corr

peri (∆φ), (6)

where the Y corr in a low-activity or peripheral event class, denoted by Y corr
peri , is used to estimate and subtract (hence

the superscript “sub” in Eq. (6)) the short-range correlation at the near-side and the recoil at the away-side. The
parameter α is chosen to adjust the near-side short-range correlation yield in the peripheral events to match that in
the given event class for each paT and pbT combination, α = Y N−Peak/Y N−Peak

peri . This scaling procedure is necessary
to account for enhanced short-range correlations and away-side recoil in higher-activity events, under the assumption
that the relative contribution of the near-side short-range correlation and away-side recoil is independent of the event
activity. A similar rescaling procedure has also been used by the CMS Collaboration [28]. The default peripheral
event class is chosen to be EPb

T < E0
T = 10 GeV. However, the results have also been checked with other E0

T values,
as well as with a peripheral event class defined by N rec

ch < 20. In the events with the highest multiplicity, the value of
α determined with the default peripheral event class varies from ∼ 2 at pT ≈ 0.5 GeV to ∼ 1 for pT > 3 GeV, with a
pT-dependent uncertainty of 3–5%.
The uncertainty on b

ZYAM
only affects the recoil-subtracted correlation functions through the Y corr

peri term in Eq. (6).
This uncertainty is usually very small in high-activity p+Pb collisions, due to their much larger pedestal level than
for the peripheral event class.
Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction procedure

given by Eq. (6). Most of the short-range peak and away-side recoil structures are removed by the subtraction, and
the remaining distributions exhibit a ∆φ-symmetric double-ridge that is almost independent of ∆η. Figure 4(c) shows
the corresponding 1-D correlation functions before and after recoil subtraction in the long-range region of |∆η| > 2.

Recoil Jet Subtraction •α tuned to 
completely subtract 
near-side yield  

•Subtraction results in 
vn=0~0.05 at high pT 

•~10% reduction of 
v2,3 at 3 Gev/c



T. TodorokiNagoya Mini-Workshop

Scaling among p+A and A+A vn

•Scaled vn in A+A 
collisions match that in 
p+A collisions 

•Suggests similar origin 
of vn in both systems 
and similar medium 
response to initial 
geometry in both 
systems
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Pb+Pb collisions in the 55–60% centrality interval from Ref. [9]. These two event classes are chosen to have similar
efficiency-corrected multiplicity of charged particles with pT > 0.5 GeV and |η| < 2.5, characterized by its average
value (⟨Nch⟩) and its standard deviation (σ): ⟨Nch⟩± σ ≈ 259± 13 for p+Pb collisions and ⟨Nch⟩± σ ≈ 241± 43 for
Pb+Pb collisions.
The Pb+Pb results on vn [9] were obtained via an event-plane method by correlating tracks in η > 0 (η < 0) with

the event plane determined in the FCal in the opposite hemisphere. The larger v2 values in Pb+Pb collisions can be
attributed to the elliptic collision geometry of the Pb+Pb system, while the larger v4 values are due to the non-linear
coupling between v2 and v4 in the collective expansion [54]. The v3 data for Pb+Pb collisions are similar in magnitude
to those in p+Pb collisions. However, the pT dependence of vn is different for the two systems. These observations
are consistent with similar comparisons performed by the CMS experiment [28].
Recently, Basar and Teaney [55] have proposed a method to rescale the Pb+Pb data for a proper comparison to
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FIG. 16: The coefficients v2 (top row), v3 (middle row) and v4 (bottom row) as a function of pT compared between p+Pb
collisions with 220 ≤ N rec

ch < 260 in this analysis and Pb+Pb collisions in 55–60% centrality from Ref. [9]. The left column
shows the original data with their statistical (error bars) and systematic uncertainties (shaded boxes). In the right column, the
same Pb+Pb data are rescaled horizontally by a constant factor of 1.25, and the v2 and v4 are also down-scaled by an empirical
factor of 0.66 to match the p+Pb data.

the p+Pb data. They argue that the vn(pT) shape in the two collision systems are related to each other by a constant
scale factor of K = 1.25 accounting for the difference in their ⟨pT⟩, and that one should observe a similar vn(pT)
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Multi Particle Cumulants

•M.P.C is less sensitive to non-flow than 2-part. cum. 

• ~10% reduction of v2 in both p+A and A+A collisions 

•Convergence in v2{n=4,6,8,LYZ} in p+A and A+A collisions 

• Consistent with hydrodynamics prediction
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To further investigate the origin of this effect, we plot, in
Fig. 4, the PHENIX results for both dþ Au and Auþ Au
scaledby the eccentricity ("2), as calculated in aMC-Glauber
model, as a function of the charged-particle multiplicity at
midrapidity. Due to the lack of available multiplicity data for
the dþ Au centrality selection the dNch=d! value is calcu-
lated from HIJING [27]. The 0%–5% dþ Au collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV have a dNch=d! similar to those of mid-
central pþ Pb collisions at the LHC, while the "2 values for
dþ Au collisions are about 50% larger than those calculated
for the midcentral pþ Pb collisions. The key observation is
that the ratiov2="2 is consistent betweenRHICand theLHC,
despite the factor of 25 difference in collision center of mass
energy.A continuation of this trend is seen by also comparing
to v2="2 as measured in Auþ Au [34–36] and Pbþ Pb
[37,38] collisions. The "2 values calculated depend on the
nucleon representation used in the MC-Glauber model. In
large systems, this uncertainty is small, but in small systems,
such as dþ Au, this uncertainty becomes much more sig-
nificant. For illustration, "2 has been calculated using three
different representations of the participating nucleons, point-
like centers, Gaussians with " ¼ 0:4 fm, and uniform disks
with R ¼ 1 fm for the PHENIX data. The scaling feature is
robust against these geometric variations, which leads to an
approximately 30% difference in the extracted "2 in dþ Au
collisions (othermodels, e.g., Ref. [32], could produce larger
variations).

In summary, a two-particle anisotropy at midrapidity in
the 5% most central dþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV is observed. The excess yield in central com-
pared to peripheral events is well described by a quadru-
pole shape. The signal is qualitatively similar, but with a
significantly larger amplitude than that observed in long-
range correlations in pþ Pb collisions at much higher

energies. While our acceptance does not allow us to
exclude the possibility of centrality dependent modifica-
tions to the jet correlations, the subtraction of the periph-
eral jetlike correlations has been checked both by varying
the !! cuts and exploiting the charge sign dependence of
jet-induced correlations. The observed results are in agree-
ment with a hydrodynamic calculation for dþ Au colli-
sions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV.
We find that scaling the results from RHIC and the LHC

by the initial second-order participant eccentricity from the
MC-Glauber model [14] may bring the results to a com-
mon trend as a function of dNch=d!. This may suggest that
the phenomena observed here are sensitive to the initial
state geometry, and that the same underlying mechanism
may be responsible in both pþ Pb collisions at the LHC
and dþ Au collisions at RHIC. It may also imply a rela-
tionship to the hydrodynamical understanding of v2 in
heavy ion collisions. The observation of v2 at both RHIC
and the LHC provides important new information. Models
intended to describe the data must be capable of also
explaining their persistence as the center of mass energy
is varied by a factor of 25 from RHIC to the LHC.
We thank the staff of the Collider-Accelerator and

Physics Departments at Brookhaven National Laboratory
and the staff of the other PHENIX participating institutions
for their vital contributions. We acknowledge support
from the Office of Nuclear Physics in the Office of
Science of the Department of Energy, the National
Science Foundation, Abilene Christian University
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FIG. 3 (color online). Charged hadron second-order anisot-
ropy, v2, as a function of transverse momentum for (filled
[blue] circles) PHENIX and (open [black] squares) ATLAS
[9]. Also shown are hydrodynamic calculations from Bozek
[14,31] (dotted [blue] curve) and Bzdak et al. [32,39] for
impact-parameter glasma initial conditions (solid curve) and
the MC-Glauber model initial conditions (dashed curve).

FIG. 4 (color online). The eccentricity-scaled anisotropy,
v2="2, vs charged-particle multiplicity (dNch=d!) for dþ A
and pþ Pb collisions [8,9]. Also shown are Auþ Au data atffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [34–36] and Pbþ Pb data at
ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV [37,38]. The v2 are for similar pT selections. The
colored curves are for different nucleon representations in the "2
calculation in the MC-Glauber model. The errors shown are
statistical only and only shown on the dþ Au point with the
pointlike centers "2 for clarity. Owing to the lack of available
multiplicity data in pþ Pb and dþ Au collisions, the dNch=d!
values for those systems are calculated from HIJING [27]. All
dNch=d! values are in the center of mass system.
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               Npart       dET  / dη                    ε 
 
Au+Au    16.7±1.1   19±.1.5     0.71     0.5        
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Summary and Conclusions 

 
�v2 in d+Au at R H I C is higher than in p+Pb at L H C 

�Mass splitting of v2 in d+Au at R H I C is smaller than in p+Pb at L H C 
 

�Smaller radial velocity at R H I C 
 

�mT dependence of H B T  radii are similar for  d+Au and Au+Au  
 

����Scaling indicates  similar dependence of transverse  
expansion rate with collision geometry 

   
Results strongly suggest that final-state re-scatter ing effects play important role in d+Au 

 
H B T radii scale with   ��  across systems 

 
�  Use of   �����, ��
	�  cor rected for initial size  �� reinforces cr itical  ���  behavior 

N. N. Ajitanand, Stony Brook University 

σx & σy ! RMS widths  
of density distribution Glauber Model 
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Bjorken energy density vs Npart   Initial Parameters for peripheral  
Au+Au and central d+Au 

Event selections of d+Au and Au
+Au collisions for HBT Analysis
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HBT correlation in d+Au & Au+Au

•HBT correlations in d+Au 
larger than those in Au+Au 
imply smaller HBT radii

23
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approach [9, 14–18] accounts for the same correlations
via collective harmonic flow. Thus, it is presently not
clear whether the long-range ridge, observed in d+Au
and p+Pb collisions, stems from (i) the final-state effects
inherent in a hydrodynamical description, (ii) the initial-
state effects driven by the correlations of gluons already
present in the nucleon and nuclear wave functions or (iii)
an interplay between these two mechanisms.
Interferometry measurements of the space-time extent

of the emitting sources produced in A+A collisions indi-
cate characteristic patterns (as a function of collision cen-
trality and the mean transverse momentum kT , of parti-
cle pairs) which serve as a “fingerprint” for collective ex-
pansion [19–23]. Thus, it might be expected that similar
measurements for d+A and p+A collisions could provide
an important avenue to independently constrain the role
of final-state interactions in the reaction dynamics for
these systems [15, 24]. An observed similarity between
the characteristic patterns for the space-time extent of
A+A and d+A (or p+A) collisions would give a strong
indication for the importance of final-state rescattering
effects in d+A and p+A collisions.
In this Letter, we use the interferometry technique of

Hanbury Brown and Twiss (HBT) [25] to perform de-
tailed differential measurements of two-pion correlation
functions [19–23, 26–29] in d+Au and Au+Au collisions
at

√
sNN = 200 GeV. In turn, these correlation functions

are used to extract and study the HBT radii which char-
acterize the space-time extent of the emission sources for
the two systems. We find striking similarities in the de-
tailed dependence of the HBT radii for both systems on
collision centrality, transverse system-size, and kT , which
point to the importance of final state rescattering effects
in the reaction dynamics of d+Au collisions.
The present analysis uses the data recorded by the
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Particles within 2 standard deviations of the peak for
charged pions in the squared mass distribution were iden-
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in Ref. [32].
The two-pion correlation function is defined as the

ratio C2 (q) = A (q) /B (q), where A (q) is the mea-
sured distribution of the relative momentum difference

q = p2 − p1 between particle pairs with momenta p1

and p2; B (q) is the so-called background distribution,
obtained from particle pairs in which each particle is
selected from a different event but with similar event
centralities, vertex positions, and charge sign. The rela-
tive momentum q is calculated in the longitudinally co-
moving system, where the longitudinal pair momentum
is zero. It is also decomposed into its three components,
qout, qside, and qlong, following the Bertsch–Pratt conven-
tion [33, 34]. That is, the “out” axis points along the pair
transverse momentum, the “side” axis is perpendicular to
the out axis in the transverse plane, and the “long” axis
points along the beam.
Track merging and track splitting [20, 21] were sup-

pressed via pair selection cuts in the DC and the EMCal.
Correlation functions were studied as a function of col-
lision centrality, as well as for different pion-pair trans-
verse momenta kT = |pT,1 + pT,2|/2 or transverse mass
mT =

√

(k2T +m2
π), where mπ is the pion mass.
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FIG. 1. (Color online) Slices of the three-dimensional two-
pion (π+π+ and π−π−) correlation functions for central d+Au
collisions (left panels) and peripheral Au+Au collisions for
0.2 < kT < 0.7 GeV/c (⟨kT ⟩ = 0.39 GeV/c). These centrality
selections give similar Npart values for the two systems. The
curves represent fits to the correlation function (see text).

Figure 1 shows a representative set of slices from the
three-dimensional two-pion correlation functions for cen-

               Npart             <kT>                    
 
Au+Au    16.7±1.1     0.39        
 
d+Au      15.7±1.6     0.39 

•π± π± HBT correlations 
measured at similar Npart & kT 
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tral (0%–10%) d+Au and peripheral (60%–88%) Au+Au
collisions for 0.2 < kT < 0.7 GeV/c (⟨kT ⟩ = 0.39 GeV/c).
They all show the familiar Bose–Einstein enhancement
peak at low q, as well as the expected difference in the
peak widths for d+Au and Au+Au. The latter reflects
the difference in the emission source sizes for the d+Au
and Au+Au systems. Note that these centrality selec-
tions give similar values for the number of participants
(Npart = 16.7± 1.1 and 15.7± 1.6), but different values
for the transverse geometric size (R̄ = 0.44±0.02 fm and
0.71± 0.06 fm) for d+Au and Au+Au, respectively.
A similar set of correlation functions was extracted

for several centralities to facilitate detailed comparisons
of the d+Au and Au+Au emission sources as a func-
tion of Npart, R̄ and kT . Monte Carlo Glauber (MC-
Glauber) calculations [30, 35, 36] were used to com-
pute Npart and R̄ as a function of collision central-
ity, from the two-dimensional profile of the density of
point-like sources in the transverse plane ρs(r⊥), where

1/R̄ =
√

(

1/σ2
x + 1/σ2

y

)

, with σx and σy the respective

root-mean-square widths of the density distributions [37].
The systematic uncertainties for these geometric quan-
tities, obtained via variation of the MC-Glauber model
parameters, are less than 10% [30].
To aid the comparisons, the measured correlation func-

tions were fitted with the following expression (in which
cross-terms are assumed to be negligible) which accounts
for the Bose–Einstein enhancement and the Coulomb in-
teraction between pion pairs [38, 39]:

C2(q) = N [(λ(1 +G(q)))Fc + (1− λ)],

G(q) ∼= exp(−R2
sideq

2
side −R2

outq
2
out −R2

longq
2
long), (1)

where N is a normalization factor, λ is the correlation
strength, Fc is the Coulomb correction factor [39] evalu-
ated with the Coulomb wave function, and Rout, Rside,
and Rlong are the Gaussian HBT radii which character-
ize the emission source. Rside and Rlong are related to
the transverse and longitudinal size of the source; Rout

includes additional effects from the emission duration.
Excellent fits to the correlation functions for the d+Au

and Au+Au systems were obtained and cross-checked
to confirm agreement with our earlier measurements for
Au+Au and d+Au collisions [20, 21, 40]. The fit pa-
rameters for π+π+ and π−π− pairs were also found to
agree within statistical errors; the data for π+π+ and
π−π− were therefore combined. The systematic uncer-
tainties for the fits were estimated via variations of the
cuts used to generate the correlation functions (single
track cuts, pair selection cuts and particle identification
cuts). Typical values of the systematic uncertainties are
5.0%(7.5%) for the extracted values of Rout, Rside, and
Rlong for Au+Au(d+Au) and do not exceed 7.5%(10.0%).
Figure 2 shows a comparison of the mT dependence

of Rout, Rside, and Rlong for 0%–10% central d+Au and
60%–88% central Au+Au collisions, i.e. similar values of
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FIG. 2. (Color online) Comparison of the mT dependence of
Rout, Rside, and Rlong for 0%–10% central d+Au and 60%–
88% central Au+Au collisions. The solid and dashed curves
in panels (c) and (d) indicate fits to the data (see text). The
color bands indicate the systematic uncertainties.

Npart. The radii for d+Au and Au+Au show a decreas-
ing trend with increasing values of mT . The Rout radius
is also comparable to Rside (for both systems) and the
mT dependence of the ratio Rout/Rside is flat or gently
decreasing, as shown in Fig. 3(a). The same trends have
been observed in central Au+Au and Pb+Pb collisions
[20–23, 28] and are commonly identified as a character-
istic signature for the expansion of an emitting source
of short emission duration, driven by final-state rescat-
tering effects [41]. Therefore, we interpret the similarity
between the observed patterns for Au+Au and d+Au in
Figs. 2 and 3, as an indication for final-state rescattering
effects in the reaction dynamics for d+Au.
The curves in Fig. 2 show blast wave expansion model

inspired fits to Rside and Rlong with fit functions [42, 43]:

Rside = Rgeom/
√

(1 + β2(mT /T )), (2)

Rlong = τ0
√

(T/mT )[(K2(mT /T ))/(K1(mT /T ))], (3)

where Rgeom is the geometrical radius at freeze-out and

TABLE I. Fit parameters

d+Au Au+Au

τ0 (fm/c) 3.2± 0.04 ± 0.4 (syst) 3.8± 0.04 ± 0.3 (syst)

χ2/ndf 26/5 24/5

Rgeom (fm) 2.2± 0.03 ± 0.2 (syst) 2.8± 0.03 ± 0.2 (syst)

χ2/ndf 6/5 4/5
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tities, obtained via variation of the MC-Glauber model
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tions were fitted with the following expression (in which
cross-terms are assumed to be negligible) which accounts
for the Bose–Einstein enhancement and the Coulomb in-
teraction between pion pairs [38, 39]:

C2(q) = N [(λ(1 +G(q)))Fc + (1− λ)],

G(q) ∼= exp(−R2
sideq

2
side −R2

outq
2
out −R2

longq
2
long), (1)

where N is a normalization factor, λ is the correlation
strength, Fc is the Coulomb correction factor [39] evalu-
ated with the Coulomb wave function, and Rout, Rside,
and Rlong are the Gaussian HBT radii which character-
ize the emission source. Rside and Rlong are related to
the transverse and longitudinal size of the source; Rout

includes additional effects from the emission duration.
Excellent fits to the correlation functions for the d+Au

and Au+Au systems were obtained and cross-checked
to confirm agreement with our earlier measurements for
Au+Au and d+Au collisions [20, 21, 40]. The fit pa-
rameters for π+π+ and π−π− pairs were also found to
agree within statistical errors; the data for π+π+ and
π−π− were therefore combined. The systematic uncer-
tainties for the fits were estimated via variations of the
cuts used to generate the correlation functions (single
track cuts, pair selection cuts and particle identification
cuts). Typical values of the systematic uncertainties are
5.0%(7.5%) for the extracted values of Rout, Rside, and
Rlong for Au+Au(d+Au) and do not exceed 7.5%(10.0%).
Figure 2 shows a comparison of the mT dependence
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FIG. 2. (Color online) Comparison of the mT dependence of
Rout, Rside, and Rlong for 0%–10% central d+Au and 60%–
88% central Au+Au collisions. The solid and dashed curves
in panels (c) and (d) indicate fits to the data (see text). The
color bands indicate the systematic uncertainties.

Npart. The radii for d+Au and Au+Au show a decreas-
ing trend with increasing values of mT . The Rout radius
is also comparable to Rside (for both systems) and the
mT dependence of the ratio Rout/Rside is flat or gently
decreasing, as shown in Fig. 3(a). The same trends have
been observed in central Au+Au and Pb+Pb collisions
[20–23, 28] and are commonly identified as a character-
istic signature for the expansion of an emitting source
of short emission duration, driven by final-state rescat-
tering effects [41]. Therefore, we interpret the similarity
between the observed patterns for Au+Au and d+Au in
Figs. 2 and 3, as an indication for final-state rescattering
effects in the reaction dynamics for d+Au.
The curves in Fig. 2 show blast wave expansion model

inspired fits to Rside and Rlong with fit functions [42, 43]:

Rside = Rgeom/
√

(1 + β2(mT /T )), (2)

Rlong = τ0
√

(T/mT )[(K2(mT /T ))/(K1(mT /T ))], (3)

where Rgeom is the geometrical radius at freeze-out and

TABLE I. Fit parameters

d+Au Au+Au

τ0 (fm/c) 3.2± 0.04 ± 0.4 (syst) 3.8± 0.04 ± 0.3 (syst)
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for the transverse geometric size (R̄ = 0.44±0.02 fm and
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for several centralities to facilitate detailed comparisons
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tion of Npart, R̄ and kT . Monte Carlo Glauber (MC-
Glauber) calculations [30, 35, 36] were used to com-
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tities, obtained via variation of the MC-Glauber model
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To aid the comparisons, the measured correlation func-

tions were fitted with the following expression (in which
cross-terms are assumed to be negligible) which accounts
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where N is a normalization factor, λ is the correlation
strength, Fc is the Coulomb correction factor [39] evalu-
ated with the Coulomb wave function, and Rout, Rside,
and Rlong are the Gaussian HBT radii which character-
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Excellent fits to the correlation functions for the d+Au

and Au+Au systems were obtained and cross-checked
to confirm agreement with our earlier measurements for
Au+Au and d+Au collisions [20, 21, 40]. The fit pa-
rameters for π+π+ and π−π− pairs were also found to
agree within statistical errors; the data for π+π+ and
π−π− were therefore combined. The systematic uncer-
tainties for the fits were estimated via variations of the
cuts used to generate the correlation functions (single
track cuts, pair selection cuts and particle identification
cuts). Typical values of the systematic uncertainties are
5.0%(7.5%) for the extracted values of Rout, Rside, and
Rlong for Au+Au(d+Au) and do not exceed 7.5%(10.0%).
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FIG. 2. (Color online) Comparison of the mT dependence of
Rout, Rside, and Rlong for 0%–10% central d+Au and 60%–
88% central Au+Au collisions. The solid and dashed curves
in panels (c) and (d) indicate fits to the data (see text). The
color bands indicate the systematic uncertainties.

Npart. The radii for d+Au and Au+Au show a decreas-
ing trend with increasing values of mT . The Rout radius
is also comparable to Rside (for both systems) and the
mT dependence of the ratio Rout/Rside is flat or gently
decreasing, as shown in Fig. 3(a). The same trends have
been observed in central Au+Au and Pb+Pb collisions
[20–23, 28] and are commonly identified as a character-
istic signature for the expansion of an emitting source
of short emission duration, driven by final-state rescat-
tering effects [41]. Therefore, we interpret the similarity
between the observed patterns for Au+Au and d+Au in
Figs. 2 and 3, as an indication for final-state rescattering
effects in the reaction dynamics for d+Au.
The curves in Fig. 2 show blast wave expansion model

inspired fits to Rside and Rlong with fit functions [42, 43]:

Rside = Rgeom/
√

(1 + β2(mT /T )), (2)

Rlong = τ0
√

(T/mT )[(K2(mT /T ))/(K1(mT /T ))], (3)

where Rgeom is the geometrical radius at freeze-out and

TABLE I. Fit parameters

d+Au Au+Au

τ0 (fm/c) 3.2± 0.04 ± 0.4 (syst) 3.8± 0.04 ± 0.3 (syst)

χ2/ndf 26/5 24/5

Rgeom (fm) 2.2± 0.03 ± 0.2 (syst) 2.8± 0.03 ± 0.2 (syst)

χ2/ndf 6/5 4/5
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FIG. 3. (Color online) Comparison of the mT dependence of;
(a) the ratio Rout/Rside; (b) the freeze-out volume, and (c)
the ratio of the freeze-out volumes, for 0%–10% central d+Au
and 60%–88% central Au+Au collisions.

τ0 is the expansion time. The requisite freeze-out tem-
peratures (T = 0.118± 0.02 and 0.123± 0.02 GeV) and
expansion velocities (⟨β⟩ = 0.42± 0.03 and 0.38± 0.08 c)
for d+Au and Au+Au (respectively), are interpolated
values obtained from a blast wave fit to the pT spectra
for identified charged hadrons [44]; K1 and K2 are mod-
ified Bessel functions. The fit results are summarized in
Table I; they suggest a smaller transverse freeze-out size
for the d+Au emitting source.

Figure 3(b) further illustrates the difference via the
mT dependence of the freeze-out volume, evaluated as
the product (Rout × Rside × Rlong) for the same ⟨Npart⟩
values employed in Fig. 2. The magnitudes of the freeze-
out volumes for Au+Au are larger. However, within un-
certainties, the fall-off with increasing mT is comparable
for d+Au and Au+Au as shown by the ratio in Fig. 3(c).

Detailed comparisons were also made as a function of
collision centrality. Figs. 4(a-c) show one such compari-
son of Rout, Rside, and Rlong for d+Au and Au+Au, as a

function of N1/3
part for ⟨kT ⟩ = 0.39 GeV/c. The solid and

dashed curves represent linear fits to the Au+Au and
d+Au data, respectively. The data for Rout and Rside

indicate a similar linear increase with N1/3
part, albeit with

larger magnitudes for Au+Au. An apparent slope dif-
ference between d+Au and Au+Au for Rlong (Fig. 4c),
could be the result of a difference in the longitudinal dy-
namics for the two systems. The representative plot of
Rside vs. (dN/dη)1/3 shown in Fig. 4(d), indicates that
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FIG. 4. (Color online) (a,b,c) HBT radii (Rout, Rside and

Rlong) vs. N
1/3
part for Au+Au and d+Au collisions. (d) Rside vs

⟨dNch/dη⟩1/3 for Au+Au, d+Au and p+p [45, 46] collisions.
Results are shown for ⟨kT ⟩ = 0.39 GeV/c. The solid and
dashed curves represent linear fits to the Au+Au and d+Au
data, respectively. The color bands indicate the systematic
uncertainties.

the HBT radii for d+Au do follow the linear dependence
previously observed for A+A and p+p collisions [46], but
with separate magnitudes for each system.

The dependencies shown in Figs. 4(a-c) suggest that
the pattern of a strong correlation between the transverse
freeze-out size and the initial geometric size, is similar
for both d+Au and Au+Au. They also suggest that at√
sNN = 200 GeV, the change in the transverse expan-

sion rates with centrality (defined by Npart) is similar for
central d+Au and peripheral Au+Au collisions.

In some models [11, 47, 48], the expansion time is pro-
portional to the initial geometric size τ ∝ R̄. Therefore,
R̄might be expected to be a more natural scaling variable
for the HBT radii of expanding systems. The detailed
dependencies of Rside on R̄ are compared in Fig. 5(a)
for d+Au and Au+Au collisions at

√
sNN = 200 GeV,

and Pb+Pb collisions at
√
sNN = 2.76 TeV for ⟨kT ⟩ ∼

0.4 GeV/c. Fig. 5(b) shows a similar dependence for
recent Rinv measurements for p+Pb and Pb+Pb colli-
sions [49]. The comparisons indicate that Rside and Rinv

scale linearly with R̄ for all of these systems. This pat-
tern is consistent with the observed 1/R̄ scaling of col-
lective anisotropic flow [12, 47]. The dashed curves in
Figs. 5(a) and (b) are linear fits to the d+Au and Au+Au
(p+Pb and Pb+Pb) data sets; they suggest similar slopes
for d+Au and Au+Au (p+Pb and Pb+Pb). The fit to

Rout/Rside~1

Short emission duration

Freeze-out Volume

v(dAu)<v(AuAu)

Similar mT dependence
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the ratio of the freeze-out volumes, for 0%–10% central d+Au
and 60%–88% central Au+Au collisions.

τ0 is the expansion time. The requisite freeze-out tem-
peratures (T = 0.118± 0.02 and 0.123± 0.02 GeV) and
expansion velocities (⟨β⟩ = 0.42± 0.03 and 0.38± 0.08 c)
for d+Au and Au+Au (respectively), are interpolated
values obtained from a blast wave fit to the pT spectra
for identified charged hadrons [44]; K1 and K2 are mod-
ified Bessel functions. The fit results are summarized in
Table I; they suggest a smaller transverse freeze-out size
for the d+Au emitting source.

Figure 3(b) further illustrates the difference via the
mT dependence of the freeze-out volume, evaluated as
the product (Rout × Rside × Rlong) for the same ⟨Npart⟩
values employed in Fig. 2. The magnitudes of the freeze-
out volumes for Au+Au are larger. However, within un-
certainties, the fall-off with increasing mT is comparable
for d+Au and Au+Au as shown by the ratio in Fig. 3(c).

Detailed comparisons were also made as a function of
collision centrality. Figs. 4(a-c) show one such compari-
son of Rout, Rside, and Rlong for d+Au and Au+Au, as a

function of N1/3
part for ⟨kT ⟩ = 0.39 GeV/c. The solid and

dashed curves represent linear fits to the Au+Au and
d+Au data, respectively. The data for Rout and Rside

indicate a similar linear increase with N1/3
part, albeit with

larger magnitudes for Au+Au. An apparent slope dif-
ference between d+Au and Au+Au for Rlong (Fig. 4c),
could be the result of a difference in the longitudinal dy-
namics for the two systems. The representative plot of
Rside vs. (dN/dη)1/3 shown in Fig. 4(d), indicates that
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FIG. 4. (Color online) (a,b,c) HBT radii (Rout, Rside and

Rlong) vs. N
1/3
part for Au+Au and d+Au collisions. (d) Rside vs

⟨dNch/dη⟩1/3 for Au+Au, d+Au and p+p [45, 46] collisions.
Results are shown for ⟨kT ⟩ = 0.39 GeV/c. The solid and
dashed curves represent linear fits to the Au+Au and d+Au
data, respectively. The color bands indicate the systematic
uncertainties.

the HBT radii for d+Au do follow the linear dependence
previously observed for A+A and p+p collisions [46], but
with separate magnitudes for each system.

The dependencies shown in Figs. 4(a-c) suggest that
the pattern of a strong correlation between the transverse
freeze-out size and the initial geometric size, is similar
for both d+Au and Au+Au. They also suggest that at√
sNN = 200 GeV, the change in the transverse expan-

sion rates with centrality (defined by Npart) is similar for
central d+Au and peripheral Au+Au collisions.

In some models [11, 47, 48], the expansion time is pro-
portional to the initial geometric size τ ∝ R̄. Therefore,
R̄might be expected to be a more natural scaling variable
for the HBT radii of expanding systems. The detailed
dependencies of Rside on R̄ are compared in Fig. 5(a)
for d+Au and Au+Au collisions at

√
sNN = 200 GeV,

and Pb+Pb collisions at
√
sNN = 2.76 TeV for ⟨kT ⟩ ∼

0.4 GeV/c. Fig. 5(b) shows a similar dependence for
recent Rinv measurements for p+Pb and Pb+Pb colli-
sions [49]. The comparisons indicate that Rside and Rinv

scale linearly with R̄ for all of these systems. This pat-
tern is consistent with the observed 1/R̄ scaling of col-
lective anisotropic flow [12, 47]. The dashed curves in
Figs. 5(a) and (b) are linear fits to the d+Au and Au+Au
(p+Pb and Pb+Pb) data sets; they suggest similar slopes
for d+Au and Au+Au (p+Pb and Pb+Pb). The fit to

HBT radii as a function of Npart
1/3 

•d+Au & Au+Au HBT 
radii do not scale 
together but show a 
similar linearity 

•p+p at 7 TeV also 
show a linearity with 
respect to <dNch/η>1/3
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Initial R dependence in p+A & A+A 
collisions

•Linearity and good scaling are seen in p+A and A+A collisions 

• Implies possible radial expansion in p+A systems
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Glauber MC to obtain 
initial size R vs Npart  

σx σy : RMS width of  
density distribution
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FIG. 6. (Color online) ϵ4 and v4 in the 0–5% centrality class using different initializations and viscosities. (a) sBC and η/s = 0, (b) sBC
and η/s = 0.16, and (c) sWN and η/s = 0.16.

(n = 3), and Figs. 3(a) and 3(b) (n = 4). In general, the higher
Fourier coefficients are expected to be more sensitive to the
viscosity [20]. This is also the case in our calculations, and is
confirmed by comparing the relative changes in the coefficients
C2, C3 and C4.

Note that the proportionality constants Cn do not depend
only on the intrinsic properties of the fluid, but also on the
initial conditions. Again something to be expected, since in
the calculations done using averaged initial conditions, the
precise value of the proportionality depended on many details
as discussed in the Introduction.

In Figs. 4 and 5 we show the two-dimensional histograms
of ϵ2 and v2 and of ϵ3 and v3, respectively, in the 0–5%
centrality class. We plot the same cases considered above:
(a) sBC initialization with η/s = 0, (b) sBC initialization with
η/s = 0.16, and (c) sWN initialization with η/s = 0.16. For
n = 2 and n = 3 the linear correlation is still valid. Also,
the effect of shear viscosity and initialization on Cn remain
qualitatively the same. On the other hand, in Fig. 6 the
correlation between ϵ4 and v4 in central collisions is drastically
different from the correlation in the 20–30% centrality class.
In the 0–5% centrality class the linear correlation coefficient
c(ϵ4, v4) becomes much closer to 1 when compared to the
peripheral case. It can be as large as ∼0.81 obtained for the
sWN initialization with η/s = 0.16. This behavior is expected
since in Ref. [22] it was shown that ϵ4 becomes a better
estimator for v4 in central collisions.

We note that the definition of εn is not unique, but we
could use, e.g., entropy density instead of energy density as

a weight or use different powers of r in the definition. We
have checked that these different definitions slightly change
the numerical values of the correlators, and the proportionality
constants Cn, but qualitatively the results are independent of
the precise definition of εn.

B. Distributions of vn

So far the event-averaged values of vn have been extensively
studied. In order to observe what can be learned by looking
at vn probability distributions, it is convenient to remove
the average from the distributions, and study the relative
fluctuations using the scaled variables

δvn = vn − ⟨vn⟩ev

⟨vn⟩ev
, and δϵn = ϵn − ⟨ϵn⟩ev

⟨ϵn⟩ev
. (10)

In this way changes in the probability distributions due to
changes in the average values are removed.

It was shown in the previous subsection that vn and ϵn have
a strong linear correlation for n = 2 and 3. As discussed in the
Appendix, if two variables are linearly correlated, and ⟨d⟩ = 0,
the variances of the relative distributions are equal. Since
viscosity has only a small effect on the correlations of vn and
ϵn, we expect that σ 2

δvn
≈ σ 2

δϵn
, independent of viscosity. In such

a case the information about the fluid response to the initial
geometry is contained in the coefficients Cn controlling the
average ⟨vn⟩ev, while the relative fluctuations of vn originate

FIG. 7. (Color online) Probability distributions: (a) P (δv2) and P (δϵ2), (b) P (δv3) and P (δϵ3), and (c) P (δv4) and P (δϵ4), in the 20–30%
centrality class with sBC initialization and two different values of η/s, η/s = 0, and η/s = 0.16.

054901-5

Event-by-Event Fluctuations of vn

•Eve-by-Eve fluctuation seems to be independent of 
shear-viscosity 

•Possible probe to access IC
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Figure 18. The EbyE v2 distributions compared with the ϵ2 distributions from two initial geometry
models: a Glauber model (solid lines) and the MC-KLN model (dashed lines). The ϵ2 distributions
have been rescaled to the same mean values. The scale factors are indicated in the legends.

where F1, F2, and F3 are calculated from the unfolded distributions, using eq. (5.3). The

approximation for F3 is valid when vRP
2 ≫ δv2 . In central collisions where vRP

2 ≪ δv2 , the

value of F3 is expected to approach one.

Figure 17 compares the calculated values of F1, F2 and F3 to the rightmost expressions

in eqs. (5.4)–(5.6), using δv2 , v
RP
2 obtained from fits to the Bessel-Gaussian function, and

the mean of the unfolded distribution. The value of F1 is between σv2
and δv2 . The

quantities F2 and F3 show similar ⟨Npart⟩ dependence as σv2
/⟨v2⟩ and δv2/v

RP
2 , however

significant discrepancies are observed, especially in the most central collisions where the

flow fluctuation is dominant.

Figure 18 compares the EbyE v2 distributions with the distributions of the eccentricity

ϵ2 of the initial geometry, calculated via eq. (1.2) from the Glauber model [35] and the

MC-KLN model [45]. The MC-KLN model is based on the Glauber model but takes into

account the corrections to the initial geometry due to gluon saturation effects. Three

million events have been generated and grouped into centrality intervals according to the

impact parameter. The ϵ2 distribution for each centrality interval is rescaled to match the

⟨v2⟩ of the data, and then normalized to form a probability density function. Since v2 is

expected to be proportional to ϵ2 in most hydrodynamic calculations [6], the deviations

between the v2 distributions and the rescaled ϵ2 distributions can be used to improve the

modeling of the initial geometry. Figure 18 shows that the rescaled ϵ2 distributions describe

the data well for the most central collisions, but not so well for non-central collisions. In

peripheral collisions, both the Glauber and MC-KLN models fail to describe the data.

A smaller scale factor is generally required for the MC-KLN model, reflecting the fact

that the ϵ2 values from the MC-KLN model are on average larger than those from the

Glauber model. Similar comparisons between vn and ϵn for n = 3 and n = 4 are shown in

– 27 –
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Event-Shape Engineering

•|qn| : Strength of Flow 
!

!

!

•Possible control of initial geometry
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FIG. 4: Correlation of ϵB2 vs. ϵF2 (a), 2∆Φ∗FB
2 vs. ϵ2 (b), ϵF2

vs. qF2 (c), ϵF2 vs. qB2 (d), 2∆Φ∗FB
2 vs. 2∆ΨFB

2 (e), and ϵF2 − ϵF2
vs. 2∆Φ∗FB

2 (f) for AMPT Pb+Pb events with b = 8 fm. The
bars around the circles in panel-(b) indicates the RMS width
of 2∆Φ∗FB

2 at given ϵ2 value, and the four regions delineated
by the boxes in panel-(f) indicate the cuts for the four event
classes defined in Table I. The numbers in some panels indi-
cates the correlation coefficients of the distributions.

ϵF2 and qF2 than that between ϵF2 and qB2 , suggesting that
the elliptic flow in the forward-rapidity is driven more
by the ellipticity of the forward-going Pb nucleus (and
vice versa). This is expected since the forward particle
production arises preferably from forward-going partici-
pating nucleons. Figure 4(e) shows that the angles be-
tween the participant planes are strongly correlated with
the raw event planes, suggesting that the twist in the
initial state geometry is converted into twist in the final
collective flow between the forward and the backward
pseudorapidity.
Identical studies are also performed for the triangular-

ity and triangular flow in Fig. 5. The features are qualita-
tively similar to those shown in Fig. 4, except that most
forward-backward correlations are significantly weaker,
as ϵ⃗F3 and ϵ⃗F3 are both dominated by random fluctuations.
In particular, the distribution of twist angle 3(Φ∗F3 −Φ∗B3 )
is much broader than that of 2(Φ∗F2 −Φ∗B2 ) in Fig. 4(b).
In fact, Φ∗F3 and Φ∗B3 are nearly out-of-phase for events
selected with small ϵ3 (the lower 30% of events). This
large twist is the dominating source of the decorrelation
of triangular flow observed in previous studies [31, 50].
Given the rich patterns of the FB eccentricity and PP-

angle fluctuations shown in Figs. 4 and 5, the plan of
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FIG. 5: Correlation of ϵB3 vs. ϵF3 (a), 3∆Φ∗FB
3 vs. ϵ3 (b), ϵF3

vs. qF3 (c), ϵF3 vs. qB3 (d), 3∆Φ∗FB
3 vs. 3∆ΨFB

3 (e), and ϵF3 − ϵF3
vs. 3∆Φ∗FB

3 (f) for AMPT Pb+Pb events with b = 8 fm. The
bars around the circles in panel-(b) indicates the RMS width
of 3∆Φ∗FB

3 at given ϵ3 value, and the four regions delineated
by the boxes in panel-(f) indicate the cuts for the four event
classes defined in Table I. The numbers in some panels indi-
cates the correlation coefficients of the distributions.

this paper is not to perform an exhaustive study of the
collective response of all possible configurations of the
initial geometry. Instead, we focus on several representa-
tive classes of events and study how their specific initial
state configurations influence the v⃗n(η) values in the final
state. Four event classes are defined separately for ellip-
ticity and triangularity in Table I by cutting on ∆ϵ∗FBn

and n∆Φ∗FBn , they are also indicated visually in Fig. 4
(f) for n = 2 and Fig. 5(f) for n = 3. The “type1” events
have nearly identical initial shape between the two nu-
clei, i.e. (ϵFn,Φ∗Fn ) ≈ (ϵBn ,Φ∗Bn ). The “type2” events have
similar PP angles but very asymmetric eccentricity val-
ues, i.e Φ∗Fn ≈ Φ∗Bn and ϵFn > ϵBn . The “type3” events
have similar eccentricity values but large twist between
the two nuclei, i.e. ϵFn ≈ ϵ

B
n and Φ∗Fn > Φ

∗B
n . The “type4”

events have large twist angle as well as very asymmetric
eccentricity values. Each class contains at least 1.5% of
the total event statistics, so they represent some typical
events with very different initial condition.

In order to study the rapidity fluctuation of harmonic
flow, we need to calculate the Fourier coefficients for fi-
nal state particles relative to a nth-order reference plane

AMPT J.Jia et.al : arXiv:1403.6077
Schukraft et.al: arXiv:1208.4563
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vn(n=2,3,4,5) vs q2

•q2 dependence for v2 

•Weaker, but q2 
dependence also for 
vn(n=3,4,5)
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vn(n=2,3,4,5) vs q2
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v2 - v3 correlations 

•Negative-correlations between v2 and v3 

•Linear response to initial geometry 
!

!

•Anti correlations at initial eccentricities?
32
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v2 - v4 correlations 

•Linear-term and non-linear term 

•Clear non-linear term is seen in data: upward bending
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v2-vn correlations

•Compared with Glauber and MC_KLN ε2-εn correlations 

•Access to IC if a unique hydro response to a given initial 
correlation  
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Linear/non-Linear terms

•Most-central : v4 is almost independent of v2 

•NL term increases with centrality 

•Similar trends in v5
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Viscous dumping
•Viscous dumping of vn with “n”

36
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for sound propagation, and the spectrum of initial (t64

= 0) perturbations can be associated with the harmon-65

ics of the shape deformations and density fluctuations.66

Here, k is the wave number for these harmonics, and t67

and T are the expansion time and the temperature of68

the plasma respectively. For a collision zone of trans-69

verse size R̄, Eq. 4 indicates that viscous corrections for70

the eccentricity-driven flow harmonics with wavelengths71

2πR̄/n for n ≥ 1 (i.e. k ∼ n/R̄), dampen exponentially72

as n2. The “viscous horizon” or length scale rv = 2πR̄/nv73

is also linked to the order of the highest harmonic nv74

which effectively survives viscous damping. That is, it75

separates the high frequency sound modes which are fully76

damped from those which are not [28]. The sound hori-77

zon rs =
∫ τf
τ0

dτcs(τ), or the distance sound travels at78

speed cs(τ) until flow freeze-out τf , sets the length scale79

for suppression of low frequency superhorizon modes with80

wavelengths 2πRf/n > 2rs, where Rf is the transverse81

size at sound freeze-out. Thus, the relative magnitudes of82

the flow harmonics vn can provide important constraints83

for pinning down the magnitude of the transport coef-84

ficients η/s and cs, as well as the “correct” model for85

eccentricity determinations [28–30].86

Viscous damping for sound propagation in the plasma87

does not indicate an explicit pT dependence for the rel-88

ative magnitudes of vn (cf. Eq. 4). However, for a finite89

viscosity in the plasma, the resulting asymmetry in the90

energy-momentum tensor manifests as a correction to the91

local particle distribution (f) after freeze-out [31];92

f = f0 + δf(pT ), (5)

where f0 is the equilibrium distribution and δf(pT ) is its93

first order correction. The latter acts as a viscous cor-94

rection and is known to reduce the magnitude of v2(pT ),95

especially for pT ! 0.7 GeV/c [31]. The relative magni-96

tudes of vn(pT ) are expected to be dominated by the dis-97

persion relation for sound propagation, albeit with some98

influence from δf(pT ). For relatively small values of η/s,99

this influence on the pT -dependent viscous corrections100

would also be small. Thus, a characteristic scaling re-101

lationship between vn,n≥3(pT ) and v2(pT ) might be ex-102

pected.103

In this letter, we investigate the scaling properties104

of vn(pT , cent) and the ratios
[

vn(pT )/(v2(pT ))n/2
]

n≥3
105

for charged hadrons produced in ultrarelativistic Au+Au106

and Pb+Pb collisions. We find scaling patterns that: (i)107

validate the viscous damping expected for sound propa-108

gation in the plasma created in these collisions, (ii) pro-109

vide a constraint for distinguishing between the two lead-110

ing eccentricity models, i.e. the Glauber [32] and the111

factorized Kharzeev-Levin-Nardi (KLN) [33–35] models,112

and (iii) point to an independent and robust method to113

estimate η/s.114

The double differential data, v∗n(pT , cent) and115

vn(pT , cent), employed in our analysis are obtained from116

FIG. 1. vn/εn vs. n for charged hadrons (pT ∼ 1.4 GeV/c)
produced in Au+Au collisions at

√
sNN = 0.2 TeV (a) and

Pb+Pb collisions at
√
sNN = 2.76 TeV. The vn data are taken

from Refs. [36] and [37, 38] respectively for 20-30% centrality.
The curves represent fits to the data (see text).

measurements by the PHENIX collaboration, for Au+Au117

collisions at
√
sNN = 0.2 TeV [18, 36], and measure-118

ments by the ATLAS collaboration for Pb+Pb collisions119

at
√
sNN = 2.76 TeV [37, 38]. The Au+Au data set120

exploits the event plane analysis method (c.f. Eq. 3),121

while the Pb+Pb data set utilizes the two-particle ∆φ122

correlation technique (c.f. Eq. 2), as well as the event123

plane method. Note as well that, due to partial error124

cancellation, the relative systematic errors for the ratios125

vn/(v2)n/2 and v∗n/(v2)
n/2 can be smaller than the ones126

reported for the vn values.127

To perform validation tests for viscous damping com-128

patible with sound propagation, the measured values of129

vn(cent), for each pT selection, were first divided by130

εn(cent) and then plotted as a function of n. Monte131

Carlo (MC) simulations were used to compute εn(cent)132

from the two-dimensional profile of the density of sources133

in the transverse plane ρs(r⊥), with weight ω(r⊥) = r⊥
n

134

[29]. Figs. 1 (a) and (b) show representative examples of135

vn/εn vs. n for charged hadrons (pT ∼ 1.4 GeV/c) in136

mid-central Au+Au and Pb+Pb collisions respectively.137

They confirm the exponential decrease of vn/εn with n2,138

expected for sound propagation. This “acoustic scal-139

ing” of vn is further confirmed by the dashed and dot-140

dashed curves which indicate exponential/Gaussian fits141

(Ae−βn2
) to the data shown.142

Similar patterns were observed for a broad selection of143

centralities for pT " 3 GeV/c. However, for the 0-5%144

and 5-10% most central Pb+Pb collisions, v2/ε2 shows145

significant suppression relative to the empirical trend for146

vn vs. n, for other centralities shown by the curves in147

Fig. 1. The fractional magnitude of this suppression is148
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The flow harmonics v2;3 for charged hadrons are studied for a broad range of centrality selections and
beam collision energies in Auþ Au (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–200 GeV) and Pbþ Pb (
ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 TeV) collisions.
They validate the characteristic signature expected for the system size dependence of viscous damping at
each collision energy studied. The extracted viscous coefficients that encode the magnitude of the ratio of
shear viscosity to entropy density η=s are observed to decrease to an apparent minimum as the collision
energy is increased from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7 to approximately 62.4 GeV; thereafter, they show a slow increase
with

ffiffiffiffiffiffiffiffi
sNN

p
up to 2.76 TeV. This pattern of viscous damping provides the first experimental constraint for

η=s in the temperature-baryon chemical potential (T, μB) plane and could be an initial indication for decay
trajectories that lie close to the critical end point in the phase diagram for nuclear matter.

DOI: 10.1103/PhysRevLett.112.082302 PACS numbers: 25.75.−q, 25.75.Dw, 25.75.Ld

Heavy ion collisions provide an important avenue for
studying the phase diagram for QCD [1–3]. The locations
of the phase boundaries and the critical end point (CEP)
in the plane of temperature vs baryon chemical potential
(T, μB) are fundamental characteristics of this phase
diagram [4]. Lattice QCD calculations suggest that the
quark-hadron transition is a crossover at high temperature
(T) and small μB or high collision energy (

ffiffiffiffiffiffiffiffi
sNN

p
) [5]. For

larger values of μB or lower
ffiffiffiffiffiffiffiffi
sNN

p
[6], several model

calculations have indicated a first-order transition [7,8] and
hence the possible existence of a CEP. It remains an
experimental challenge, however, to validate many of the
essential landmarks of the phase diagram, as well as to
extract the properties of each QCD phase.
Anisotropic flow measurements are sensitive to initial

conditions, the equation of state, and the transport proper-
ties of the medium. Consequently, they are key to ongoing
efforts to delineate the

ffiffiffiffiffiffiffiffi
sNN

p
or (T, μB) dependence of the

transport coefficient η=s of the hot and dense matter created
in collisions at both the Relativistic Heavy Ion Collider
(RHIC) and the Large Hadron Collider (LHC). The Fourier
coefficients vn are frequently used to quantify anisotropic
flow as a function of particle transverse momentum pT ,
collision centrality (cent), and

ffiffiffiffiffiffiffiffi
sNN

p
,

dN
dϕ

∝
"
1þ 2

X

n¼1

vn cos nðϕ − ψnÞ
#
; (1)

where ϕ is the azimuthal angle of an emitted particle and ψn
are the azimuths of the estimated participant event planes
[9,10]; vn ¼ hcos nðϕ − ψnÞi, where the brackets denote
averaging over particles and events for a given centrality
and pT at each

ffiffiffiffiffiffiffiffi
sNN

p
[11].

The LHC vn measurements at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 2.76 TeV allow
investigations of η=s at high T and small μB; they compli-
ment the vn measurements from the recent RHIC beam-
energy scan (BES), which facilitates a study of η=s for the
μB and T values that span the collision energy rangeffiffiffiffiffiffiffiffi
sNN

p ¼ 7.7–200 GeV. Here, it is noteworthy that while
there have been a few theoretical explorations [12] there are
currently no experimental constraints for the μB and
T dependence of η=s, especially for the lower beam
energies. At the CEP or close to it, anomalies in the
dynamic properties of the medium can drive abrupt changes
in transport coefficients and relaxation rates [13,14].
Therefore, a study of vn measurements that span the full
range of energies available at the RHIC and the LHC also
provides an opportunity to search for characteristics in theffiffiffiffiffiffiffiffi
sNN

p
[or (T, μB)] dependence of η=s, which could signal

the location of the CEP [13,14].
An important prerequisite for such studies is a method of

analysis that allows a consistent evaluation of the influence
of viscous damping on the vn measurements that span the
full range of

ffiffiffiffiffiffiffiffi
sNN

p
values. In prior work [15,16], we have

validated the acoustic nature of anisotropic flow and have
shown that the strength of the dissipative effects that
influence the magnitude of vnðpT; centÞ can be expressed
as a perturbation to the energy-momentum tensor Tμν [17],

δTμνðk;tÞ¼ exp
"
−
2

3

η
s
t
T
k2
#
δTμνðk;0Þ; or

δTμνðn;tÞ¼ expð−β0n2ÞδTμνðn;0Þ; β0¼2

3

η
s
1

R̄2

t
T
; (2)

where k ¼ n=R̄ is the wave number (i.e., 2πR̄ ¼ nλ for
n ≥ 1), R̄ is the initial-state transverse size of the collision
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FIG. 9. (Color online) Ratio of charged hadron flow harmonics in
viscous simulations to the result from ideal hydrodynamics. Results
are averages over 200 single events each.

flow harmonics up to v5. Comparing Figs. 8 and 10, we see that
v4(pT ) obtained from simulations using η/s = 0.16 is about a
factor of 2 below the experimental result, and that decreasing
σ0 by a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that we
assign this width to a wounded nucleon. It is hence unlikely
that a higher initial state granularity will be able to compensate
for the large effect of the shear viscosity. Similar arguments
hold for v3(pT ).

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  0.5  1  1.5  2  2.5  3

v n

pT [GeV]

η/s=0.08
20-30%

 v2 σ0=0.2 fm
 v3 σ0=0.2 fm
 v2 σ0=0.4 fm
 v3 σ0=0.4 fm
 v2 σ0=0.8 fm
 v3 σ0=0.8 fm

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0  0.5  1  1.5  2  2.5  3

v n

pT [GeV]

η/s=0.08
20-30%

 v4 σ0=0.2 fm
 v5 σ0=0.2 fm
 v4 σ0=0.4 fm
 v5 σ0=0.4 fm
 v4 σ0=0.8 fm
 v5 σ0=0.8 fm

FIG. 10. (Color online) Differential v2 and v3 (upper panel) and
v4 and v5 (lower panel) in 20–30% central collisions using η/s = 0.08
and varying σ0. Results are averages over 100 single events each (200
events for σ0 = 0.4 fm).
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FIG. 11. (Color online) Ratio of vn with initial granularity
characterized by the Gaussian width σ0 = 0.8 fm to the case with
σ0 = 0.4 fm and σ0 = 0.8 fm, respectively. Results are for 20–30%
central collisions using η/s = 0.08. Averages are over 100 single
events each.

A detailed systematic analysis of different models for the
initial state with a sophisticated description of fluctuations
is needed to make more precise statements on the value of
η/s. Also an equation of state that includes a partial chemical
freeze-out is expected to modify the results, in particular
vn(pT ) [64].

It is however clear from the present analysis that the
utilization of higher flow harmonics can constrain models
for the initial state and values of transport coefficients of the
quark-gluon plasma significantly. The analysis of only elliptic
flow is not sufficient for this task, because it depends too
weakly on both the initial state granularity and η/s.

We present v2 and v3 as a function of pseudorapidity in
Fig. 12. The v2(ηp) result from the simulation is flatter than the
experimental data out to ηp ≈ 3 and then falls off more steeply.
A modified shape of the initial energy density distribution in
the ηs direction, the inclusion of finite baryon number, and
inclusion of a rapidity dependence of the fluctuations will
modify the result.

In Fig. 13 we show results of vn(pT ) for different centralities
using η/s = 0.08. Overall, all flow harmonics are reasonably
well reproduced. Deviations from the experimental data,
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FIG. 12. (Color online) v2 and v3 as functions of pseudorapidity
ηp compared to data from PHOBOS [65]. Averages are over 100
single events each.
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3

FIG. 1: Schematic illustration of the forward-backward fluc-
tuation of second-order eccentricity and participant plane, in
transverse plane (a) and along rapidity direction (b) in A+A
collisions. The dashed-lines indicate the particle production
profiles for forward-going and backward-going participants,
fF(η)NF

part and fB(η)NB
part, respectively.

where 2

α(η) =
fF(η)NF

part⟨rn⟩F

fF(η)NF
part⟨rn⟩F + fB(η)NB

part⟨rn⟩B
, (9)

is the η dependent weighing factor for forward-going par-
ticipating nucleons. The value of α is determined by the
emission profiles, but also depends on the number and the
transverse profile of participating nucleons in each nuclei
via Npart and ⟨rn⟩. It is easy to see that α(−∞) = 0
and α(∞) = 1, and it’s value fluctuates EbyE around 1/2
at mid-rapidity for a symmetric collision system, hence
ϵ⃗totn (0) ≈ ϵ⃗n.
Figure 1 illustrates the origin of the η-dependence of

the eccentricity implied by Eq. 8, which is the main idea
of this paper. Several conclusions can be drawn from this
equation. First, if harmonic flow at a given η is driven
by the corresponding eccentricity vector at the same η,
which is a reasonable assumption for n = 2 and 3 [20, 21],

2 The center-of-mass of the participants in the two nuclei in general
can be different, leading to a correction to Eq. 8 around mid-
rapidity. This correction can be significant for ϵ⃗2 (Fig. 4 (a)
and Appendix A) or when NF

part or NB
part are small, such as

in peripheral collisions or asymmetric collisions. This effect is
ignored in this discussion.

we should expect the following relation to hold:

v⃗n(η) ≈ cn(η) [α(η)ϵ⃗Fn + (1 − α(η))ϵ⃗Bn]
+δ⃗geon (η) + δ⃗dynn (η) , (10)

where the cn(η) is the hydrodynamic response function,
and the three additional terms in the form of δ⃗n = δneinσn

represent additional initial or final state effects. The term
δ⃗geon (η) represents additional geometric effects not ac-
counted for by the eccentricity, such as the details in the
radial distribution of the energy density profile [15, 39]
and the difference from an alternative definition of ec-
centricity [20]. The last term δ⃗dynn represents additional
dynamical fluctuations [40, 41] generated during the hy-
drodynamic evolution and hadronization.
Secondly, ϵ⃗Fn and ϵ⃗Bn fluctuate strongly event to event,

both in their magnitude and orientation. If ϵFn ≠ ϵ
B
n , the

distributions of flow coefficients vn(η) are expected to
show strong forward-backward asymmetry. Similarly, if
Φ∗Fn ≠ Φ

∗B
n , the event-plane angle Φn is expected to rotate

gradually from backward rapidity to the forward rapid-
ity. However since α(η) is a non-linear function, these
changes may also not be linear, especially when NF

part

and NB
part values are very different such as in Cu+Au or

p+Pb collisions.
A simple monte-carlo Glauber model [42] is used to

estimate the FB eccentricity fluctuations in Pb+Pb col-
lisions. The results as a function ofNpart are summarized
in Fig. 2. The values of ϵF2 and ϵB2 are found to be always
larger than ϵ2 over the full centrality range (Figure 2(a)),
and this difference is due to the fact that the center-of-
mass of the wounded nucleons in each nucleus is not at
the center of the overlap region but is shifted towards
the center of the corresponding nucleus (see discussion
in Appendix A). In contrast, the values of ϵF3 and ϵB3 are
similar to ϵ3.
The eccentricity vectors also exhibit a large FB asym-

metry in their magnitude (Aϵn in Figure 2 (c)) and a siz-
able twist (Figure 2 (d)). The asymmetry and the twist
are nearly independent of centrality for n = 3, but they
are much smaller for n = 2 in mid-central and periph-
eral collisions, reflecting the alignment of ϵ⃗F2 and ϵ⃗B2 to
the almond shape of the overlap region. In most central
collisions, however, the width of the Aϵn and twist angle
for n = 2 are comparable to that for n = 3, reflecting a
strong decorrelation between ϵ⃗F2 and ϵ⃗B2 due to the domi-
nance of random fluctuations. According to Eq. 10, these
FB asymmetry and twist should affect the longitudinal
dynamics of harmonic flow.
What we described so far are generic long-range initial

state effects, which should be present as long as parti-
cle production associated with each wounded nucleon is
not symmetric in the beam direction around the colli-
sion point. These effects are naturally included in any
hydrodynamic models or transport models that includes
realistic longitudinal dynamics. In the following, we de-
scribe a simulation analysis using the AMPT model [38],
and demonstrate that these initial state effects are indeed

Jia et. al. arXiv:1403.6077
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FIG. 2: The ellipticity (panel (a)) and triangularity (panel
(b)) calculated for all participating nucleons (filled circles)
and using only forward-going participating nucleons (open
circles). Panel (c) shows the RMS width of the FB asym-
metry parameters defined in Eqs. 4-5 and panel (d) shows
the RMS width of the twist angle between the eccentricity
vectors of the two nuclei. The dotted-line indicate the value
expected for flat twist distribution. All quantities are shown
as a function of Npart.

the main sources of longitudinal fluctuation of harmonic
flow.

III. SIMULATION WITH THE AMPT MODEL

The “a multi-phase transport model” (AMPT) [38] has
been used frequently to study the higher-order vn associ-
ated with ϵn [43–45]. It combines the initial fluctuating
geometry based on the Glauber model from HIJING and
the final state interaction via a parton and hadron trans-
port model, with the collective flow generated mainly
by the partonic transport. The initial condition of the
AMPT model contains significant longitudinal fluctua-
tions that can influence the collective dynamics [33, 46–
48]. The model simulation is performed with the string-
melting mode with a total partonic cross-section of 1.5
mb and strong coupling constant of αs = 0.33 [44]. This
setup has been shown to reproduce the experimental pT
spectra and vn data at RHIC and the LHC [44, 49].
The AMPT data used in this study is generated for

b = 8 fm Pb+Pb collisions at LHC energy of
√
sNN = 2.76

TeV. A fraction of the particles in each event are divided
into three subevents along η, −6 < η < −4, −1 < η < 1 and
4 < η < 6, as shown in Fig. 3, labelled as B, M and F. The

FIG. 3: The η-ranges of three subevents (B,M,F) for calculat-
ing flow vector q⃗n = qneinΨn via Eq. 11. They cover the pseu-
dorapidity ranges of −6 < η < −4 (backward or B), −1 < η < 1
(middle or M) and 4 < η < 6 (forward or F). The results in
this section (Sec. III) are obtained using all particles in their
respective η ranges. But event planes used in Sec. V are ob-
tained using half of the particles, to allow the measurement
of the flow harmonics over the full η range.

raw flow vector in each subevent is calculated as:

q⃗n = qne
inΨn

=
1

Σw
(Σ(w cosnφ), iΣ(w sinnφ)) , (11)

where the weight w is chosen as the pT of each particle
and Ψn is the measured event-plane angle. Due to finite
number effects, Ψn smears around the true event-plane
angle Φn. If the FB eccentricity fluctuation is the source
of rapidity fluctuation of harmonic flow, then we expect
q⃗Fn to be more correlated with ϵ⃗Fn, q⃗Bn to be more cor-
related with ϵ⃗Bn and q⃗Mn to be more correlated with ϵ⃗n.

In each generated event, the following quantities
are calculated for n = 2 and 3: eccentricity quan-
tities ϵn, ϵ

F
n, ϵ

B
n ,Φ

∗
n,Φ

∗F
n ,Φ∗Bn , (qFn ,ΨF

n) for subevent F,(qBn ,ΨB
n) for subevent B and (qMn ,ΨM

n ) for subevent M, a
total of 24 quantities. We also define the FB eccentricity
difference, as well as the twist angles between FB par-
ticipant planes, the raw event planes and the true event
planes as:

∆ϵFBn = ϵFn − ϵ
B
n

∆Φ∗FBn = Φ∗Fn −Φ
∗B
n

∆ΨFB
n = ΨF

n −Ψ
B
n

∆ΦFB
n = ΦF

n −Φ
B
n . (12)

The twist angles are often represented as n∆Φ∗FBn ,
n∆ΨFB

n or n∆ΦFB
n such that their periods are always

2π.
Figure 4 summarizes the FB correlations between ec-

centricity vectors and the flow vectors, together with the
corresponding correlation coefficients. A positive correla-
tion is observed between ϵF2 and ϵB2 in Fig. 4(a), and they
both are also positively correlated with ϵ2 (not shown).
The PP angles Φ∗F2 and Φ∗B2 are not perfectly aligned
(Fig. 4(b)). The width of 2(Φ∗F2 −Φ∗B2 ) is about 0.21 ra-
dian for top 10% of events with largest ϵ2 and increases
to 0.70 radian for the bottom 10% of events with small-
est ϵ2. Thus significant FB asymmetry and twist in the
ellipticity are expected for most of the events.
Figures 4(c) and 4(d) show the correlation of ϵF2 with qF2

and qB2 , respectively. The correlation is stronger between

F : +4 < � < +6
M : �1 < � < +1
B : �6 < � < +4
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FIG. 4: Correlation of ϵB2 vs. ϵF2 (a), 2∆Φ∗FB
2 vs. ϵ2 (b), ϵF2

vs. qF2 (c), ϵF2 vs. qB2 (d), 2∆Φ∗FB
2 vs. 2∆ΨFB

2 (e), and ϵF2 − ϵF2
vs. 2∆Φ∗FB

2 (f) for AMPT Pb+Pb events with b = 8 fm. The
bars around the circles in panel-(b) indicates the RMS width
of 2∆Φ∗FB

2 at given ϵ2 value, and the four regions delineated
by the boxes in panel-(f) indicate the cuts for the four event
classes defined in Table I. The numbers in some panels indi-
cates the correlation coefficients of the distributions.

ϵF2 and qF2 than that between ϵF2 and qB2 , suggesting that
the elliptic flow in the forward-rapidity is driven more
by the ellipticity of the forward-going Pb nucleus (and
vice versa). This is expected since the forward particle
production arises preferably from forward-going partici-
pating nucleons. Figure 4(e) shows that the angles be-
tween the participant planes are strongly correlated with
the raw event planes, suggesting that the twist in the
initial state geometry is converted into twist in the final
collective flow between the forward and the backward
pseudorapidity.
Identical studies are also performed for the triangular-

ity and triangular flow in Fig. 5. The features are qualita-
tively similar to those shown in Fig. 4, except that most
forward-backward correlations are significantly weaker,
as ϵ⃗F3 and ϵ⃗F3 are both dominated by random fluctuations.
In particular, the distribution of twist angle 3(Φ∗F3 −Φ∗B3 )
is much broader than that of 2(Φ∗F2 −Φ∗B2 ) in Fig. 4(b).
In fact, Φ∗F3 and Φ∗B3 are nearly out-of-phase for events
selected with small ϵ3 (the lower 30% of events). This
large twist is the dominating source of the decorrelation
of triangular flow observed in previous studies [31, 50].
Given the rich patterns of the FB eccentricity and PP-

angle fluctuations shown in Figs. 4 and 5, the plan of
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FIG. 5: Correlation of ϵB3 vs. ϵF3 (a), 3∆Φ∗FB
3 vs. ϵ3 (b), ϵF3

vs. qF3 (c), ϵF3 vs. qB3 (d), 3∆Φ∗FB
3 vs. 3∆ΨFB

3 (e), and ϵF3 − ϵF3
vs. 3∆Φ∗FB

3 (f) for AMPT Pb+Pb events with b = 8 fm. The
bars around the circles in panel-(b) indicates the RMS width
of 3∆Φ∗FB

3 at given ϵ3 value, and the four regions delineated
by the boxes in panel-(f) indicate the cuts for the four event
classes defined in Table I. The numbers in some panels indi-
cates the correlation coefficients of the distributions.

this paper is not to perform an exhaustive study of the
collective response of all possible configurations of the
initial geometry. Instead, we focus on several representa-
tive classes of events and study how their specific initial
state configurations influence the v⃗n(η) values in the final
state. Four event classes are defined separately for ellip-
ticity and triangularity in Table I by cutting on ∆ϵ∗FBn

and n∆Φ∗FBn , they are also indicated visually in Fig. 4
(f) for n = 2 and Fig. 5(f) for n = 3. The “type1” events
have nearly identical initial shape between the two nu-
clei, i.e. (ϵFn,Φ∗Fn ) ≈ (ϵBn ,Φ∗Bn ). The “type2” events have
similar PP angles but very asymmetric eccentricity val-
ues, i.e Φ∗Fn ≈ Φ∗Bn and ϵFn > ϵBn . The “type3” events
have similar eccentricity values but large twist between
the two nuclei, i.e. ϵFn ≈ ϵ

B
n and Φ∗Fn > Φ

∗B
n . The “type4”

events have large twist angle as well as very asymmetric
eccentricity values. Each class contains at least 1.5% of
the total event statistics, so they represent some typical
events with very different initial condition.

In order to study the rapidity fluctuation of harmonic
flow, we need to calculate the Fourier coefficients for fi-
nal state particles relative to a nth-order reference plane

Jia et. al. arXiv:1403.6077
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FIG. 9: The vcn(η) (top row), vsn(η) (second row), rotation

angle n∆Φrot
n (third row) and vn =

√
(vcn)2 + (vsn)2 (bottom

row) relative to the reference angle taken as one of the three
participant planes. They are obtained via Eq. 15 for “type4”
events for n = 2 (left column) and n = 3 (right column).

event classes discussed above, it is straightforward to dis-
cuss the influence of the FB eccentricity and PP angle
fluctuations on the flow harmonics for all events without
any selection cuts, as shown in Fig. 10. The vsn values
vanish since the probabilities for positive and negative
twist are the same. The vcn values at given η show a
characteristic hierarchy between the results for the three
participant planes: they are largest for Φ∗Fn in the for-
ward rapidity, for Φ∗n in the mid-rapidity, and for Φ∗Bn in
the backward-rapidity, respectively. For triangular flow,
the strong η-dependence and large spread between the
results for the three participant planes are due to the
large EbyE twist between ϵ⃗F3 and ϵ⃗B3 (see Figs. 2 and 5).
Similar hierarchy is also seen for elliptic flow but the dif-
ferences are much smaller. If these decorrelation effects
are important in the data, one would expect the v3 results
measured relative to the forward event plane to differ sig-
nificantly from those measured relative to the backward
event plane. Previous experimental analyses [7–13] haven
not observed such effects possibly because of the use of
η-symmetric event planes.
Figure 10(a) also shows a small but visible double peak

η
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FIG. 10: The vcn(η) (top row) and vsn(η) (second row) relative
to the reference angle taken as one of the three participant
planes for n = 2 (left column) and n = 3 (right column). No
selection cuts have been applied for these events.

structure at η ≈ ±2 in the vc2(η) distributions. This fea-

ture is simply due to ϵ
F/B
2 > ϵ2 (see Fig. 2 (a)), which

slightly pushes up the vc2(η) at η ± 2 where the emis-
sion function fF/B(η) (Eq. 9 and Fig. 1) reaches maxi-
mum. Because of this, vc2(η) distribution is expected to
be slightly broader than the vc3(η) distribution, a feature
we also observe in the LHC data [10, 11].

V. COMPARISON WITH EVENT PLANE
RESULTS

Figures 11 and 12 show the flow harmonics for “type1”
and “type2” events, calculated with the three raw event
planes ΨB

n ,Ψ
M
n and ΨF

n defined in Fig. 3. The results are
compared with those obtained with Φ∗n in Figs. 6 and 7.
The EP results quantitatively agree with the PP results
in most cases, including the FB-asymmetry for “type2”
events. Small systematic deviations are observed for vcn
in η region where the event planes are defined, reflecting
a modest contribution from non-flow effects.
Similarly we also calculate the flow harmonics obtained

from the event planes and compare them with the PP
results for type3 and type4 events. Figures 13 and 14
show that the twist angles for ΨF

n,Ψ
B
n and ΨM

n approxi-
mately match those for Φ∗Fn , Φ∗Bn and Φ∗n, respectively.
However, several noticeable exceptions are observed for
3∆Φrot

3 (η) calculated with ΨF
3 and ΨB

3 . These exceptions
can be understood based on Eqs. 8-10: There are signif-
icant but unequal mixing between Φ∗Fn and Φ∗Bn in the
4 < ∣η∣ < 6 where ΨF

n and ΨB
n are calculated. The raw

EP angles ΨF
3 and ΨB

3 hence reflect the detailed inter-
play between the α(η)ϵ⃗F3 term and the (1−α(η))ϵ⃗B3 term
in Eq. 8.
For example, due to the dominance of ϵ⃗F3 implied by

the condition ϵF3 >> ϵ
B
3 for “type4” events, the values of

3∆Φrot
3 (η) should be similar between ΨF

3 and ΨM
3 . On
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Summary
•Similar trends among p(d)+A and A+A collisions in 
vn and HBT measurements 

• Observables in p(d)+A collisions are qualitatively 
consistent with final state effects 

• Hadron mass dependence of CGC? 

•Event Shape Control Study is a promising method 
to address initial geometry of heavy ion collisions 

• Possible access to initial state model
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expansion time with a larger initial size 

 
 

Use Glauber model to get  
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v4-v2 correlations : comparison to EP correlations 16 

� The non-linear & linear components from EP correlations are obtained as: 

 

 

� The results from the two procedures compare quite well 

� In most central cases almost all v4 is uncorrelated with v2 

� Correlated component gradually increases and overtakes linear component as Npart~120  16 
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v5-v2 correlations : comparison to EP correlations 18 

� Compare linear & non-linear components from this analysis to EP correlation 

results 

� The non-linear & linear components from EP correlations are obtained as: 

18 
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