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Introduction

Varying the center of mass energy  
       =7.7, 11.5, 14.5 19.6, 39, 27, 
62.4, and 200 GeV in Au+Au collision

Beam Energy Scan (BES1)

“scan”  
QCD phase diagram

(small μB value at higher beam energy)                

p
sNN

2

　QCD phase diagram

2010-2014

• Exploring the QCD phase diagram 
• Searching for critical point Main goal
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M： Mean

0

N : net charge …

Event by Event fluctuation

r-th non-central moment is defined by

Event by Event fluctuation is a powerful tool to explore 
the QCD phase diagram and searching critical point.

N+ �N�

3

n-th order cumulant is written as

σ： Deviation
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Motivation1
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• D-measure decreases with Δη . 
• D-measure decreases when going from peripheral to central.

Q = N+ �N�

Nch = N+ +N�D = 4
h�Q2i
hNchi

QGP fluctuation : D =1-1.5 
Hadron fluctuation : D=  3-4

Theoretically

ALICE (2.76TeV Pb+Pb)

�⌘

may not be responsible for the centrality dependence of the
D measure.

The measured fluctuations may get diluted during the
evolution of the system from hadronization to kinetic
freeze-out because of the diffusion of charged hadrons in
rapidity. This has been addressed in Refs. [8,9], where a
diffusion equation has been proposed to study the depen-
dence of the net-charge fluctuations on the width of the
rapidity window. Taking the dissipation into account, the
asymptotic value of fluctuations may be close to the pri-
mordial fluctuations. This has been explored for the
ALICE data points by plotting hNchi!corr

ðþ#;dynÞ and D as a

function of !" for three centrality bins, as shown in Fig. 3.
We observe that, for a given centrality bin, the D measure
shows a strong decreasing trend with the increase of!". In
fact, the curvature of D has a decreasing slope with a
flattening tendency at large !" windows. Following the
prescriptions of [8,9], we fit the data points with the func-

tional form, erfð!"=
ffiffiffi
8

p
#fÞ, which represents the diffusion

in rapidity space. Here, #f characterizes the diffusion at

freeze-out. The resulting values of #f are 0:41% 0:05,
0:44% 0:05, and 0:48% 0:07 for the 0%–5%, 20%–30%,
and 40%–50% centralities, respectively. The fitted curves
are shown as solid lines in Fig. 3. The dashed lines are
extrapolations of the fitted curves to higher !", which
yield the asymptotic values ofD. For the top 5% centrality,
the measured values of D are 2:6% 0:02ðstatÞ % 0:15ðsystÞ
for !"¼1 and 2:3%0:02ðstatÞ%0:21ðsystÞ for !" ¼ 1:6.
The extrapolated value of D is 2:24% 0:09ðstatÞ%
0:21ðsystÞ.

The evolution of the net-charge fluctuations with beam
energy can be studied by combining the ALICE data with

those of the STAR experiment [12] at RHIC. In Fig. 4, we
present the values of hNchi!corr

ðþ#;dynÞ (left axis) and D

(right axis) for the top central collisions from ALICE atffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV and, for STAR, Au-Au collisions at
four different energies. The ALICE data points correspond
to !" ¼ 1 and 1.6, whereas, for STAR, the values
for !" ¼ 1 are shown. For the STAR data,
ðdNch=d"Þ!corr

ðþ#;dynÞ are plotted instead of hNchi!corr
ðþ#;dynÞ,

as the dNch=d" values are approximately equal to hNchi for
!" ¼ 1 at central rapidity. The theoretical predictions for
a HG and a QGP are indicated in the figure. In the absence
of any dynamic model, these predictions do not have a
dependence on the beam energy.
Figure 4 shows a monotonic decrease in the magnitude

of the net-charge fluctuations with increasing beam energy.
For the top RHIC energy of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, the mea-
sured value of fluctuation is observed to be close to the
HG prediction, whereas, at lower energy, the results are
above the HG value. At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, we observe
significantly lower fluctuations compared to those of
lower energies.
In summary, we have presented the first measurements

of dynamic net-charge fluctuations at the LHC in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV in terms of !ðþ#;dynÞ and
their corrected values !corr

ðþ#;dynÞ (corrected for charge con-

servation and finite acceptance effects). The results for pp
collisions at the same center-of-mass energy are found to
be in agreement with hadron gas prediction. The values of
!ðþ#;dynÞ and !corr

ðþ#;dynÞ are seen to be negative in all cases,

indicating the dominance of the correlation of positive and
negative charges. A decrease in fluctuations is observed
while going from peripheral to central collisions. The D
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FIG. 3 (color online). hNchi!corr
ðþ#;dynÞ (left axis) and D (right

axis) as a function of the !" window for three different central-
ity bins in the Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The data
points are fitted with the functional form erfð!"=

ffiffiffi
8

p
#fÞ. The

dashed lines correspond to the extrapolation of the fitted curves.
The points are shifted minimally along the x axis for a clear
view. Both statistical (error bars) and systematic (boxes) errors
are shown.
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FIG. 4 (color online). Energy dependence of the net-charge
fluctuations, measured in terms of hNchi!corr

ðþ#;dynÞ (left axis) and

D (right axis) for the top central collisions. The results from the
STAR [12] and ALICE experiments are presented for !" ¼ 1
after the correction for the charge conservation. The ALICE
result for !" ¼ 1:6 is also shown. Both statistical (error bars)
and systematic (boxes) errors are plotted.
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• Interesting results of D-measure as a function ofΔη  were measured 
 by ALICE at 2.76TeV. 

　　→ We measured Δη dependence of D-measure at RHIC BES 
          energies (from 7.7 to 200 GeV). 
• Δη dependence of 3rd and 4th order fluctuation have’t been measured yet. 
       → We measured Δη dependence of Sσ(c3/c2) and κσ2(c4/c2).

may not be responsible for the centrality dependence of the
D measure.

The measured fluctuations may get diluted during the
evolution of the system from hadronization to kinetic
freeze-out because of the diffusion of charged hadrons in
rapidity. This has been addressed in Refs. [8,9], where a
diffusion equation has been proposed to study the depen-
dence of the net-charge fluctuations on the width of the
rapidity window. Taking the dissipation into account, the
asymptotic value of fluctuations may be close to the pri-
mordial fluctuations. This has been explored for the
ALICE data points by plotting hNchi!corr

ðþ#;dynÞ and D as a

function of !" for three centrality bins, as shown in Fig. 3.
We observe that, for a given centrality bin, the D measure
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flattening tendency at large !" windows. Following the
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and 40%–50% centralities, respectively. The fitted curves
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for !"¼1 and 2:3%0:02ðstatÞ%0:21ðsystÞ for !" ¼ 1:6.
The extrapolated value of D is 2:24% 0:09ðstatÞ%
0:21ðsystÞ.

The evolution of the net-charge fluctuations with beam
energy can be studied by combining the ALICE data with

those of the STAR experiment [12] at RHIC. In Fig. 4, we
present the values of hNchi!corr

ðþ#;dynÞ (left axis) and D

(right axis) for the top central collisions from ALICE atffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV and, for STAR, Au-Au collisions at
four different energies. The ALICE data points correspond
to !" ¼ 1 and 1.6, whereas, for STAR, the values
for !" ¼ 1 are shown. For the STAR data,
ðdNch=d"Þ!corr

ðþ#;dynÞ are plotted instead of hNchi!corr
ðþ#;dynÞ,

as the dNch=d" values are approximately equal to hNchi for
!" ¼ 1 at central rapidity. The theoretical predictions for
a HG and a QGP are indicated in the figure. In the absence
of any dynamic model, these predictions do not have a
dependence on the beam energy.
Figure 4 shows a monotonic decrease in the magnitude

of the net-charge fluctuations with increasing beam energy.
For the top RHIC energy of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, the mea-
sured value of fluctuation is observed to be close to the
HG prediction, whereas, at lower energy, the results are
above the HG value. At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, we observe
significantly lower fluctuations compared to those of
lower energies.
In summary, we have presented the first measurements

of dynamic net-charge fluctuations at the LHC in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV in terms of !ðþ#;dynÞ and
their corrected values !corr
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servation and finite acceptance effects). The results for pp
collisions at the same center-of-mass energy are found to
be in agreement with hadron gas prediction. The values of
!ðþ#;dynÞ and !corr

ðþ#;dynÞ are seen to be negative in all cases,

indicating the dominance of the correlation of positive and
negative charges. A decrease in fluctuations is observed
while going from peripheral to central collisions. The D
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FIG. 3 (color online). hNchi!corr
ðþ#;dynÞ (left axis) and D (right

axis) as a function of the !" window for three different central-
ity bins in the Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The data
points are fitted with the functional form erfð!"=

ffiffiffi
8

p
#fÞ. The

dashed lines correspond to the extrapolation of the fitted curves.
The points are shifted minimally along the x axis for a clear
view. Both statistical (error bars) and systematic (boxes) errors
are shown.
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FIG. 4 (color online). Energy dependence of the net-charge
fluctuations, measured in terms of hNchi!corr

ðþ#;dynÞ (left axis) and

D (right axis) for the top central collisions. The results from the
STAR [12] and ALICE experiments are presented for !" ¼ 1
after the correction for the charge conservation. The ALICE
result for !" ¼ 1:6 is also shown. Both statistical (error bars)
and systematic (boxes) errors are plotted.

PRL 110, 152301 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

12 APRIL 2013

152301-4

Δη Order

ALICE 
(2.76TeV)

Δη= 0 to 1.6 2nd (D-measure)

STAR 
(7.7 to 
200GeV)

fixed Δη=1 up to 4th 
(Sσ,κσ2)

�⌘

Phys. Rev. Lett. 113, 092301 (2014)

Earlier studies
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STAR Detector

Λc
 Production in Au+Au Collisions at √sNN = 200 GeV  

at the STAR experiment 
Guannan Xie, for the STAR Collaboration

The STAR Collaboration
  drupal.star.bnl.gov/STAR/presentations

ABSTRACT: Charm quarks, predominantly produced in the early stage of heavy-ion collisions, are believed to provide unique information on the hot and dense medium created in 
such collisions. At RHIC, an enhancement in baryon-to-meson ratios for light hadrons and hadrons containing strange quarks has been observed in central heavy-ion collisions 
compared to p+p and peripheral heavy-ion collisions in the intermediate pT range (2 < pT < 6 GeV/c). This was explained by the hadronization mechanism involving multi-parton 
coalescence. Λc is the lightest charmed baryon with the mass close to D0 meson, and has an extremely short life time (cτ ~ 60 µm). Different models predict different levels of 
enhancement in the Λc/D0 ratio depending on the degree of charm quark thermalization in the medium and how the coalescence mechanism is implemented. 
In this poster, we will report the first measurement of Λc production in heavy-ion collisions using the recently installed Heavy Flavor Tracker at STAR. The Λc

 baryon is  reconstructed 
through the hadronic decay channel (Λc

 → pKπ) using topological cuts optimized by the Toolkit for Multivariate Data Analysis (TMVA). The invariant yield of Λc for 3 < pT < 6 GeV/c 
is measured in 10-60% central Au+Au collisions at √sNN = 200 GeV. The measured Λc/D0 ratio will be compared with different model calculations, and the physics implications will be 
discussed. 

Lawrence Berkeley National Laboratory & University of Science and Technology of China

•  Significant enhancement in baryon-to-meson ratio has been observed in central heavy-ion 
collisions compared to p+p and peripheral heavy-ion collisions in the intermediate transverse 
momentum (pT) range for light hadron and hadrons containing strange quarks, suggesting 
hadronization through collective multi-parton coalescence. 

•  Charm baryon-to-meson ratio in heavy-ion collisions is sensitive to the charm quark 
hadronization mechanism, charm quark thermalization. Different models have quite different 
predictions for this enhancement and to charm quark thermalization.
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Heavy Flavor Tracker 

 HFT: 
•  Silicon	Strip	Detector:	r	~22	cm. 
•  Intermediate	Silicon	Tracker:	r	~14	cm. 
•  PiXeL	detector:	r	~2.8	&	8	cm,		
					MAPS,	20.7x20.7	µm2,	50	µm	thick,	air-cooled,~0.5%X0	for	the	innermost	layer.	
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Results
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•  First measurement of Λc in heavy-ion collisions by STAR 
•  A significant enhancement in the ratio of Λc over D0 has been observed in Au+Au 

collisions (10-60%) at √sNN = 200 GeV.  

•  OUTLOOK: In run 2016, STAR recorded 2 billion Au+Au events with all inner 
ladders replaced with Al cables and better operation with more active sensors. More 
precise  measurements of Λc production, especially its Rcp, will be possible. 

Summary and Outlook

[1] S. Ghosh et al.,PRD 90 054018 (2014). [2] Y. Oh et al.,PRC 79 044905 (2009). [3] S. Lee et al.,PRL 100 222301 (2008).
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(Rectangular) Topological Cut Optimization using TMVA
•  Background was constructed from real data using wrong-sign method. 
•  Signal was simulated with data-driven fast simulation. 
•  The figures below show the comparison between signal and background for pT > 3 GeV/c. 

+�

-�
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V0�

Λc Reconstruction

•  Comparison of fast simulation and full GEANT simulation  •  Λc
+/- reconstruction efficiency 

Motivation

Ingredients: 
•  Extract centrality-dependent vertex z distributions from data. 
•  Extract ratio of HFT matched tracks to TPC tracks from data. 
•  Extract DCAXY - DCAZ distributions from data.  
•  Extract TPC efficiency and momentum resolution from embedding. 

Distance of Closest Approach resolution 
achieved in Run 2014 using Al cables. 

STAR Preliminary� STAR Preliminary� STAR Preliminary�

STAR Preliminary�

•  The invariant yield of Λc for 3 < pT < 6 GeV/c is measured in 10-60% central 
Au+Au collisions. 

•  The ratio of Λc over D0 ratio in 10-60% Au+Au collisions is significantly enhanced 
than PYTHIA prediction in proton-proton collisions. 

Λc
+ (udc), mass ~ 2286 MeV/c2, cτ ~ 60 µm 

D0 (cu), mass ~ 1864 MeV/c2, cτ ~ 123 µm 
D+ (cd), mass ~ 1869 MeV/c2, cτ ~ 311 µm 
 
 
 

Direct topological reconstruction: 
Λc

+ à p+K-π+   BR ~ 6.35% 
•  pK�  1.98% � 66.7% = 1.32%
•  Δ++Κ  1.09% � 100% = 1.09%
•  Λ(1520) π+ 2.2% � 22.5% = 0.495%
•  Non-resonant  3.5% 
 
 

Λc
+/- signals from different centralities 

[4] C. Patrignani et al. Chin. 
Phys. C 40 100001 (2016)
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Time Projection Chamber

0.5 < |⌘| < 1

net-charge fluctuation calculation
|⌘| < 0.5 0.2 < pT < 2.0 GeV/c

Centrality determination (Refmult2)

Using different kinematic window to avoid auto-correlation.

Time Of Flight
TOF is used to remove 
 pile-up events.
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 STAR preliminary

TPC is used to determine centrality and to calculate fluctuation.
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Corrections

7

• Centrality Bin Width Correction 
• Efficiency Correction 
• Charge conservation correction (D-measure only)

RHIC STAR experiment, Beam Energy Scan, Au+Au

Data set

Error estimation
- Statistical errors 
Estimated by Bootstrap method (100times) 

- Systematic errors  
Estimated by varying DCA cut, nHitsFit, nHitsDedx cuts 
and tracking efficiency from -5% to +5%.

Energy(GeV) 7.7 11.5 14.5 19.6 27 39 62 200
Event 
number

1.5M 2.5M 12M 15M 28M 74M 46M 87M
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Δη dependence of D-measure

8

D
-m

ea
su

re

�⌘

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

7.7GeV
70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%

• D-measure is closest to the baseline at 
√sNN=7.7 GeV. 

• The deviation gets larger at large Δη and √sNN

 STAR preliminary     Poisson baseline

Consistent with ALICE results

may not be responsible for the centrality dependence of the
D measure.

The measured fluctuations may get diluted during the
evolution of the system from hadronization to kinetic
freeze-out because of the diffusion of charged hadrons in
rapidity. This has been addressed in Refs. [8,9], where a
diffusion equation has been proposed to study the depen-
dence of the net-charge fluctuations on the width of the
rapidity window. Taking the dissipation into account, the
asymptotic value of fluctuations may be close to the pri-
mordial fluctuations. This has been explored for the
ALICE data points by plotting hNchi!corr

ðþ#;dynÞ and D as a

function of !" for three centrality bins, as shown in Fig. 3.
We observe that, for a given centrality bin, the D measure
shows a strong decreasing trend with the increase of!". In
fact, the curvature of D has a decreasing slope with a
flattening tendency at large !" windows. Following the
prescriptions of [8,9], we fit the data points with the func-

tional form, erfð!"=
ffiffiffi
8

p
#fÞ, which represents the diffusion

in rapidity space. Here, #f characterizes the diffusion at

freeze-out. The resulting values of #f are 0:41% 0:05,
0:44% 0:05, and 0:48% 0:07 for the 0%–5%, 20%–30%,
and 40%–50% centralities, respectively. The fitted curves
are shown as solid lines in Fig. 3. The dashed lines are
extrapolations of the fitted curves to higher !", which
yield the asymptotic values ofD. For the top 5% centrality,
the measured values of D are 2:6% 0:02ðstatÞ % 0:15ðsystÞ
for !"¼1 and 2:3%0:02ðstatÞ%0:21ðsystÞ for !" ¼ 1:6.
The extrapolated value of D is 2:24% 0:09ðstatÞ%
0:21ðsystÞ.

The evolution of the net-charge fluctuations with beam
energy can be studied by combining the ALICE data with

those of the STAR experiment [12] at RHIC. In Fig. 4, we
present the values of hNchi!corr

ðþ#;dynÞ (left axis) and D

(right axis) for the top central collisions from ALICE atffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV and, for STAR, Au-Au collisions at
four different energies. The ALICE data points correspond
to !" ¼ 1 and 1.6, whereas, for STAR, the values
for !" ¼ 1 are shown. For the STAR data,
ðdNch=d"Þ!corr

ðþ#;dynÞ are plotted instead of hNchi!corr
ðþ#;dynÞ,

as the dNch=d" values are approximately equal to hNchi for
!" ¼ 1 at central rapidity. The theoretical predictions for
a HG and a QGP are indicated in the figure. In the absence
of any dynamic model, these predictions do not have a
dependence on the beam energy.
Figure 4 shows a monotonic decrease in the magnitude

of the net-charge fluctuations with increasing beam energy.
For the top RHIC energy of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, the mea-
sured value of fluctuation is observed to be close to the
HG prediction, whereas, at lower energy, the results are
above the HG value. At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV, we observe
significantly lower fluctuations compared to those of
lower energies.
In summary, we have presented the first measurements

of dynamic net-charge fluctuations at the LHC in Pb-Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV in terms of !ðþ#;dynÞ and
their corrected values !corr

ðþ#;dynÞ (corrected for charge con-

servation and finite acceptance effects). The results for pp
collisions at the same center-of-mass energy are found to
be in agreement with hadron gas prediction. The values of
!ðþ#;dynÞ and !corr

ðþ#;dynÞ are seen to be negative in all cases,

indicating the dominance of the correlation of positive and
negative charges. A decrease in fluctuations is observed
while going from peripheral to central collisions. The D
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FIG. 3 (color online). hNchi!corr
ðþ#;dynÞ (left axis) and D (right

axis) as a function of the !" window for three different central-
ity bins in the Pb-Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The data
points are fitted with the functional form erfð!"=

ffiffiffi
8

p
#fÞ. The

dashed lines correspond to the extrapolation of the fitted curves.
The points are shifted minimally along the x axis for a clear
view. Both statistical (error bars) and systematic (boxes) errors
are shown.
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FIG. 4 (color online). Energy dependence of the net-charge
fluctuations, measured in terms of hNchi!corr

ðþ#;dynÞ (left axis) and

D (right axis) for the top central collisions. The results from the
STAR [12] and ALICE experiments are presented for !" ¼ 1
after the correction for the charge conservation. The ALICE
result for !" ¼ 1:6 is also shown. Both statistical (error bars)
and systematic (boxes) errors are plotted.
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 Published data
（Δη=1, shifted to x-axis +0.1, using average efficiency)
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Δη dependence of Sσ
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- Increase with Δη from poisson baseline for all 
energies. 
(without 200GeV central collisions)

• Sσ (c3/c2)

 STAR preliminary

     Poisson baseline

�⌘

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

7.7GeV
70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

7.7GeV

70-80%
40-50%
20-30%
0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%11.5GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%14.5GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%19.6GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%27GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%39GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%62.4GeV

70-80%

40-50%

20-30%

0-5%

η∆
0.2 0.4 0.6 0.8 1

D
m
ea
su
re
1

2.6

2.8

3

3.2

3.4

3.6

3.8

4

200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%200GeV

70-80%

40-50%

20-30%

0-5%

 Published data
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 Published data
（Δη=1, shifted to x-axis +0.1, using average efficiency)
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κσ
２

 STAR preliminary

     Poisson baseline

- Consistent with Poisson baseline in most of energies, 
but deviations more than 2σ from the poisson baseline 
are seen at 7.7 and 27GeV.

• κσ2 (c4/c2)
�⌘
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Summary

11

Outlook

• Δη dependence of net-charge fluctuations (from 1st to 4th order)  

 are measured in Au+Au collisions at BES energies. 
• D-measure decreases at large Δη and √sNN which is similar to 

ALICE observation in Pb-Pb collisions at 2.76TeV. 
• Sσ increase with Δη from Poisson baseline in all energies.  

 (without 200GeV central collisions) 
• κσ2 is consistent with Poisson baseline in most of the energies,  
but deviations more than 2σ from the Poisson baseline are seen  
at 7.7 and 27GeV.

• pT and particle species dependent efficiency corrections.
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back up
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Correction method

13

If this correction is applied,  
D-measure become large. 

Total charged multiplicity 
 in all acceptance

D D + 4
hN

ch

i
hN

total

i

Charged multiplicity 
 in measured acceptance

Charge conservation correction have done in order to the charge 
charge conservation and system size effects.
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RHIC STAR experiment, Beam Energy Scan 
Au+Au 7.7, 11.5, 14.5 19.6, 27, 39.5, 62, 200GeV

Data set

Event selection

|Vz| <30

|Vr| <2

|VpdVz-Vz| <4 (39-200GeV only)

Pile up event cut Tof matched>0.46*(Refmult)-10
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Track cut
pT 0.2 to 2 (GeV)

η -0.5 to 0.5

nFitPoints >20

DCA <1cm

Track Quality Cut >0.52

nhitsdedx >10

spallation proton cut nSigmaProton < 2

|η| 0.5 to 1

z-vertex correction done

DCA <3cm

nFitPoint >10

Analysis

Centrality


